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Abstract
Modification of metal surfaces by strongly adsorbed chiral organic molecules
is perhaps the most relevant technique known today to create chiral sur-
faces. It can be utilized in catalytic production of enantiomerically pure chi-
ral compounds increasingly needed, for example, as drugs and aroma chemi-
cals. Despite many benefits of asymmetric heterogeneous catalysis over other
strategies to obtain chiral compounds, it has not become a standard tool for
large-scale applications yet. This, for one, is due to the lack of deeper knowl-
edge of catalytic reaction mechanisms and origins of asymmetric induction.

In this study, molecular modeling techniques were employed to investi-
gate asymmetric heterogeneous catalytic systems, specifically hydrogenation
of prochiral carbonyl compounds to corresponding chiral alcohols over Pt
catalysts modified by cinchona alkaloids (called modifiers). 1-Phenyl-1,2-
propanedione (PPD) and some other compounds containing a prochiral C=O
moiety were used as model reactants. Conformations of the reactants and
modifiers as well as hydrogen-bonded one-to-one complexes between them
were studied in the gas and solution phase with methods based on wave
function theory and density functional theory (DFT). For the assessment of
proton affinities, highly accurate compound methods such as G2(MP2) were
also used. The relative population of the modifier conformations depended
on the solvent, the modifier itself, and whether the modifier was protonated
or not. Several reactant–modifier interaction geometries were considered.
Conclusions about the sense of stereoselectivity were based on the relative
thermodynamic stabilities of the diastereomeric reactant–modifier complexes
and the energies of the π and π∗ orbitals of the reacting carbonyl group.

Adsorption and reactions on the Pt(111) surface were modeled by DFT.
Regioselectivity in the hydrogenation of PPD and 2,3-hexanedione could be
explained by molecule–surface interactions. The size and shape of the cluster
used to model the Pt surface affected not only the adsorption energies but
also the relative stabilities of different adsorption modes of a molecule. The
populations of the modifier conformations in the gas and solution phase did
not correlate with those on the Pt surface nor with the enantioselectivity in
the hydrogenation of PPD over Pt–cinchona catalysts. Some modifier con-
formations and reactant–modifier interaction geometries were stable only on
the metal surface. Theoretically obtained potential energy profiles for hydro-
genation of chiral α-hydroxyketones on Pt implied the preference for pairwise
hydrogen addition mechanism and selectivities consistent with experiments.

The attained results increase understanding of chiral heterogeneous cat-
alytic systems and could thus be utilized to develop new, more active and
selective chiral catalysts.
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Sammanfattning
Modifiering av metallytor med starkt adsorberade kirala organiska molekyler
är eventuellt den mest relevanta teknik man vet i dag för att skapa kirala
ytor. Den kan utnyttjas i katalytisk produktion av enantiomeriskt rena kirala
föreningar som behövs t.ex. som läkemedel och aromkemikalier. Trots många
fördelar av asymmetrisk heterogen katalys jämfört med andra sätt för att få
kirala föreningar, har den ändå inte blivit ett allmänt verktyg för storskaliga
tillämpningar. Detta beror t.ex. på brist på djupare kunskaper i katalytiska
reaktionsmekanismer och ursprunget för asymmetrisk induktion.

I denna studie användes molekylmodelleringstekniker för att studera asym-
metriska, heterogena katalytiska system, speciellt hydrering av prokirala kar-
bonylföreningar till motsvarande kirala alkoholer på cinchona-alkaloidmodi-
fierade Pt-katalysatorer. 1-Fenyl-1,2-propandion (PPD) och några andra
föreningar, som innehåller en prokiral C=O-grupp, användes som reaktan-
ter. Konformationer av reaktanter och cinchona-alkaloider (som kallas mo-
difierare) samt vätebundna 1:1-komplex mellan dem studerades i gas- och
lösningsfas med metoder som baserar sig på vågfunktionsteori och täthets-
funktionalteori (DFT). För beräkningen av protonaffiniteter användes också
högst noggranna kombinationsmetoder såsom G2(MP2). Den relativa popu-
lationen av modifierarnas konformationer varierade som funktion av modi-
fieraren, dess protonering och lösningsmedlet. Flera reaktant–modifierare-
interaktionsgeometrier beaktades. Slutsatserna på riktning av stereoselek-
tivitet baserade sig på den relativa termodynamiska stabiliteten av de dia-
stereomeriska reaktant–modifierare-komplexen samt energierna hos π- och
π∗-orbitalerna i den reaktiva karbonylgruppen.

Adsorption och reaktioner på Pt(111)-ytan betraktades med DFT. Re-
gioselektivitet i hydreringen av PPD och 2,3-hexandion kunde förklaras med
molekyl–yta-interaktioner. Storleken och formen av klustret använt för att
beskriva Pt-ytan inverkade inte bara på adsorptionsenergierna utan också
på de relativa stabiliteterna av olika adsorptionsstrukturer av en molekyl.
Populationerna av modifierarnas konformationer i gas- och lösningsfas kor-
relerade inte med populationerna på Pt-ytan eller med enantioselektiviteten
i hydreringen av PPD på Pt–cinchona-katalysatorer. Vissa modifierares kon-
formationer och reaktant–modifierare-interaktionsgeometrier var stabila bara
på metallytan. Teoretiskt beräknade potentialenergiprofiler för hydrering
av kirala α-hydroxiketoner på Pt implicerade preferens för parvis additions-
mekanism för väte och selektiviteter i harmoni med experimenten.

De uppnådda resultaten ökar uppfattningen om kirala heterogena kata-
lytiska system och kunde därför utnyttjas i utvecklingen av nya, mera aktiva
och selektiva kirala katalysatorer.
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Chapter 1
Introduction

1.1 Chirality and life
Chirality, handedness (from Greek cheir – hand) is an essential feature of
the universe and, especially, life.1–3 Chirality is the geometric property of a
rigid object or spatial arrangement of points or atoms of being non-super-
imposable on its mirror image.4 Chiral, “handed” objects are related to their
mirror images in the same way that the left hand is related to the right
hand—they are similar but not identical (Figure 1.1).

Figure 1.1. A chiral molecule and its non-superimposable mirror image
are related like the left and the right hand. They are called enantiomers.5

Fundamental parts of all living organisms such as proteins, nucleic acids,
and polysaccharides are made of chiral building blocks: amino acids, nu-
cleotides, and sugars. Chirality is also common in the nonliving world. For
example, the crystals of quartz (SiO2), the most abundant mineral in the
Earth’s continental crust, are chiral.6 However, equal amounts of left- and
right-handed forms of quartz exist. Instead, chemistry of life is homochiral;
monomeric building blocks of the biopolymers have the same handedness,

1



2 Introduction

which also leads to homochirality in higher-order structures of the corre-
sponding biopolymers (Figure 1.2). For example, L-amino acids and D-sugars†
are found in the living systems almost exclusively.3,7 The origin of homochi-
rality in life is still one of the greatest unsolved problems.1,2,7–9

Figure 1.2. A right-handed α-helix (secondary structure) and the fold (ter-
tiary structure) in a protein (left), and a part of a right-handed DNA double
helix (right).10

Due to the homochirality of life, the enantiomers of a chiral compound
may show different behavior when interacting with living beings. For exam-
ple, enantiomeric compounds can have different odors: chiral (R)-carvone
smells like spearmint whereas its enantiomer (S )-carvone like caraway‡.13,14
This ensues from the fact that one smells a molecule by binding it in a chiral
receptor molecule, and one enantiomer may bind differently from the other
or not at all. The stereoselective interactions are profoundly important for
the function of pharmaceuticals. While one enantiomer of a compound can
have beneficial effects, the other may be disastrous. This is the case, for
example, with thalidomide, a chiral compound once used as an antinausea
drug for pregnant women (Figure 1.3). Thalidomide was sold for years as
a racemate§. As a result, thousands of children were born without limbs or
with severe deformities due to the teratogenic effects of (S )-thalidomide.15,16

Since one enantiomer may be unsafe or merely inactive baggage, the
drug industry has shifted to make single-enantiomer forms of chiral com-
pounds.15,17 In 2006, 80% of small-molecule drugs approved by the U.S.

† The D/L-nomenclature is based on the arbitrary stereochemical convention called
Fischer–Rosanoff convention.4 ‡ The (R)/(S ) notation is for specifying the three-dimen-
sional arrangement of substituents around a chirality center in a molecule (i.e., absolute
configuration). It is based upon the Cahn–Ingold–Prelog priority system.11,12 § An
equimolar mixture of a pair of enantiomers is called a racemate.



1.2 Obtaining single enantiomers 3

Figure 1.3. The (S ) and (R) enantiomers of thalidomide.

Food & Drug Administration were chiral and 75% were single enantiomers.15
Worldwide sales of single-enantiomer drugs is now more than $160 billion and
grows strongly.18–20 Demand for enantiomerically pure chiral compounds is
also rising in three other sectors: flavor and aroma chemicals, agricultural
chemicals, and specialty materials.17

1.2 Obtaining single enantiomers

Various strategies exist to obtain chiral compounds in enantiopure form (Fig-
ure 1.4).20 The so-called chiral pool consists of a rich diversity of chiral
molecules such as carbohydrates, amino acids, lipids, terpenes, and alkaloids,
which can be used as a source of starting materials for synthetic routes. These
molecules exist as pure enantiomers in nature and can be extracted from plant
and animal sources.21 For many decades, the chiral pool was the only source
for enantiopure compounds.22

55%

10%
35%

Chiral pool and resolution

Biological asymmetric methods
Chemical asymmetric methods

Figure 1.4. Techniques used to produce chiral compounds in 2002.17

Resolution (i.e., separation) of racemates constitutes the main method for
the industrial synthesis of pure enantiomers.21 Resolution techniques include
crystallization as well as chromatographic and kinetic resolutions. Prepara-
tive chromatography is now blooming in the pharmaceutical industry.15 This
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technique is applicable to most chiral small molecules and is very scalable. In
addition, it is often cheaper than traditional techniques such as crystalliza-
tion or asymmetric synthesis to produce single-enantiomer drugs.15 However,
as any racemate contains only 50% of the desired enantiomer, the yield of
the resolution technique can be 50% at best.

Usually, the chemical synthesis of molecules containing stereocenters leads
to racemates. However, a chiral feature present in the substrate, reagent, cat-
alyst or environment may lead to the preferential formation of one stereoiso-
mer over the other—this is called asymmetric induction.4 Stoichiometric
amounts of chiral reactants can be used to convert prochiral molecules† to
chiral. However, this approach, which is traditionally called asymmetric syn-
thesis, has a disadvantage: the chiral starting materials may be poorly avail-
able and expensive. A more efficient approach is asymmetric, stereoselective
catalysis where only a small, catalytic amount of chiral species is required to
convey the chiral information to large amounts of products.

Catalytic stereoselective methods are the most desirable of all the meth-
ods to produce single-enantiomer compounds and have gained tremendous
academic and industrial interest in recent years.17,23,24 However, asymmetric
catalysis is generally not yet competitive against alternative methods for pro-
ducing chiral molecules. Therefore, it has not made a big breakthrough in
industrial chemistry.15 Noncatalytic, stoichiometric reactions are generally
preferred because they are usually easier to control and more robust.17,23
Several critical factors have to be considered when contemplating a catalytic
step in a synthetic route: material availability, development time, ease of
implementation, access to the technology, and cost.24 A big problem with
application of asymmetric catalysis is the still highly empirical nature of
catalyst selection—which catalyst will work is often unpredictable and de-
pends on reaction conditions and substrates.24 Catalytic processes may be
so fragile that minor variations in operating parameters lead to significant
changes in yield or selectivity.

Depending on the type of catalyst used, asymmetric catalysis can be di-
vided into biocatalysis and chemocatalysis. Microbial and other enzymes are
extremely efficient catalysts. They can accelerate chemical reactions up to
1017-fold and exhibit superb chemo-, regio-, and stereoselectivity (the “lock-
and-key” selectivity) across a diverse range of reactions under mild condi-
tions of pH, temperature, and pressure.25,26 Many enzymes can be isolated
and even immobilized, making them more stable and easier to handle, even
separable and recoverable, and usable in standard reactors.25 The role of
biocatalysis is expected to grow impressively in the future.17,27,28

† Prochiral molecules are molecules that can be converted from achiral to chiral in a single
step.
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Asymmetric chemical catalysis has probably the greatest potential for
general asymmetric synthesis.29 The best synthetic catalysts are enantiose-
lective over a wide range of different reactions, creating effective asymmetric
environments for mechanistically unrelated reactions.30 In the past decades
homogeneous catalysis has seen phenomenal progress.31–33 Excellent selec-
tivities and activities can be obtained but the homogeneous catalysts are
often expensive and their separation and recycling and, thus, industrial ap-
plication may be difficult.34,35 Some of the problems can be tackled by “het-
erogenizing” (i.e., immobilizing) homogeneous catalysts on suitable support
materials.23,36–38

Molecular chiral imprinting,39–41 metals supported by chiral materials
(e.g., quartz, silk, and cellulose),42 intrinsically chiral inorganic crystalline
surfaces (e.g., quartz and certain high Miller index metal surfaces),43–45 and
supramolecular chirality46,47 are examples of chiral heterogeneous catalysts.
However, these techniques are limited by the generally low number density
and structural instability of the chiral sites as well as relatively demanding
procedures to prepare them.48 From a practical catalysis point of view, the
most promising solid chiral catalysts are metals modified by the addition of a
chiral compound.34,48–51 Thus far the application of these catalysts has been
mainly limited to the asymmetric hydrogenation of unsaturated compounds.

Chemical manufacturers are especially keen to exploit heterogeneous cat-
alytic systems because they can offer benefits such as significant improvement
in handling, process efficiency and control, as well as cost savings.17,23 In spite
of the advantages of chiral heterogeneous catalysis, it has not experienced
such a development as its homogeneous counterpart. In terms of perfor-
mance and scope of applications, chiral heterogeneous catalysis lags far be-
hind homogeneous catalysis at the moment. Part of the reason is that chiral
heterogeneous systems are relatively few in number and can be quite complex,
and they are useful for only a limited number of reactants.23 It is difficult to
create well-defined catalytically active and stable chiral sites on a solid sur-
face.48 Furthermore, there is lack of deeper knowledge of catalytic reaction
and enantiodifferentiation mechanisms.34 As mechanistic studies continue to
reveal additional details of the catalytic systems, asymmetric heterogeneous
catalysis has potential to move toward large-scale application.23

1.3 Aims of this work

Hydrogenation of a carbonyl compound (i.e., a molecule containing the C=O
double bond) that is prochiral yields enantiomeric alcoholic (CH−OH) prod-
ucts. The reaction may be enantioselective if catalyzed by supported plat-
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inum nanoparticles modified with large chiral organic molecules (modifiers)
such as cinchona alkaloids under suitable reaction conditions (Figure 1.5).
Moreover, if the reactant contains several carbonyl groups, the hydrogena-
tion reaction may yield more complex product distribution showing both
enantio- and diastereoselectivity as well as regioselectivity. For example,
the hydrogenation of 1-phenyl-1,2-propanedione over modified Pt catalyst
exhibits such a high complexity (Figure 1.6).

Figure 1.5. Hydrogenation of a prochiral C=O moiety (R1 6= R2) may
yield an excess amount of one stereoisomeric product over the other when
carried out over chirally modified Pt catalysts. Here, cinchonidine exemplifies
a typical modifier. The colored part illustrates an Al2O3 supported Pt cluster
covered with hydrogen atoms (white balls) and cinchonidine and a reactant
interacting with each other.
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Figure 1.6. Reaction scheme for the hydrogenation of 1-phenyl-1,2-
propanedione (PPD). PAC and MBC stand for phenylacetylcarbinol and
methylbenzoylcarbinol, respectively.

In this work, issues related to the hydrogenation of carbonyl compounds
over chirally modified Pt catalysts were investigated by molecular modeling
techniques, mainly by quantum chemical calculations. The following ques-
tions were especially addressed:

• What is the origin of asymmetric induction at the molecular level?

• Why and how does the molecular structure of the reactant and the
modifier affect stereoselectivity?

• What is the role of the solvent in stereodifferentiation?

In addition to these subjects, the detailed hydrogenation mechanism of the
C=O bond and regioselectivity in the α-diketone hydrogenation were con-
sidered. The effect of metal particle size on adsorption of organic molecules
was also investigated. Elucidating the above-mentioned topics would increase
the understanding of the chirally modified catalytic system at the molecular
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level. Consequently, it also would help in predicting the performance of other
similar types of catalytic systems. Ultimately, the attained knowledge could
be utilized to develop new, more active and selective chiral heterogeneous
catalysts for the needs of, for example, pharmaceutical and fine chemical
industries.

The structure of the rest of the thesis is as follows. Appendix A lists the
abbreviations used in the thesis, whereas Appendix B contains some back-
ground information about the three key concepts in this work—chirality,
catalysis, and molecular modeling. Chapter 2 summarizes characteristic fea-
tures of the catalytic system studied. Various mechanistic models suggested
to be the origin of stereodifferentiation in this system are also presented.
Chapter 3 gives a short overview of the computational methods used in this
work, whereas details of the methods can be found in Appendix C. The main
results of this work are presented and discussed in Chapter 4. Chapter 5 lists
the main conclusions and suggestions for future investigations.



Chapter 2
Heterogeneous Pt–cinchona catalysts

Among the techniques known today to create chirality on metal surfaces
(see Section 1.2), modification of the surfaces by strongly adsorbed chiral
organic molecules is the most relevant from a practical catalysis point of
view. Generally, only a very small quantity (a sub-monolayer) of the chiral
modifier is required to induce stereoselectivity into the catalytic process. So
far the application range of chirally modified metals has been quite narrow.
The best understood subject is asymmetric hydrogenation of unsaturated
compounds containing C=O and C=C double bonds.34,48–51 Platinum group
metals and nickel have been used as catalytically active metals.

Chirally modified catalytic systems are highly specific with respect to re-
actants and modifiers, whose interaction may be described by a lock-and-key
model familiar from biocatalysis. The origin of almost enzymatic specificity
is probably due to the deviations in the adsorption of the reactant and the
modifier, but the details are still poorly understood.51 Under optimized re-
action conditions high enantioselectivities (> 90% enantiomeric excess, ee†)
are obtained. The three most important chirally modified metal catalysts
are (i) Raney Ni modified by tartaric acid for hydrogenation of unfunctional-
ized and β-functionalized ketones, especially β-keto esters and β-diketones,
(ii) Pd modified by cinchona alkaloids for hydrogenation of activated C=C
bonds, for example, in α, β-unsaturated carboxylic acids and 2-pyrones, and
(iii) Pt modified by cinchona alkaloids for hydrogenation of α-functionalized
(activated) ketones such as α-keto esters and α-diketones. The Pt–cinchona
catalytic system (iii) has been of interest in the present work and will be
surveyed in this chapter. More details can be found in many excellent re-
views.34,48–58
† Enantiomeric excess of the (R) enantiomer over the (S ) enantiomer is defined as
ee(%) = 100 × ([R] − [S])/([R] + [S]), where [R] and [S ] are the concentrations of the
enantiomers.

9
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2.1 Characteristic features
The activity and (stereo)selectivity of chirally modified supported metal cata-
lysts depend on many factors: structure and concentration of the reactants
and the modifiers, metal, metal particle size and shape, support, solvent,
temperature, and hydrogen pressure among others. All these variables have
to be optimized in order to achieve products with high yields and selectivities.
The most crucial parameters for the Pt–cinchona system are structure and
concentration of the modifier, the structural properties of the supported Pt,
and the solvent used.56

2.1.1 Reactants and modifiers

Reactant structure

The structure of the reactant molecule plays an important role for achiev-
ing high enantioselectivities over a chirally modified metal catalyst—a certain
structure is required for optimal interaction with a particular modifier.34 The
Pt−cinchona catalyst was originally reported for enantioselective hydrogena-
tion of α-keto esters by Orito et al. in 1979.59,60 The application range of the
catalyst extends now to several other ketones (Figure 2.1). The highest ees
have been observed for ketones possessing an electron-withdrawing functional
group at the α-position. Despite the remarkable progress in the past years,
the synthetically useful substrate scope of the cinchona-modified platinum
catalysts as of the other chirally modified supported metal catalysts is still
relatively narrow.50

Modifier structure

The key component of the catalytic system is the chiral modifier which gener-
ates chiral sites by adsorbing onto the metal surface. The number of efficient
modifiers is small and the applicability of the modifier is highly specific to
the metal. For the enantioselective hydrogenation of α-functionalized (acti-
vated) ketones, the most suitable chiral modifiers are cinchona alkaloids and
their simple derivatives (examples shown in Figure 2.2). They possess all
three elements that are believed to be crucial:51 (i) an extended, flat aro-
matic ring (the “anchoring moiety”, shown in blue in Figure 2.2) that allows
strong adsorption of the modifier on the metal surface, (ii) the amine group
(shown in green) with a basic nitrogen atom capable of interacting with the
reactant, and (iii) one or more stereogenic centers (shown in red) in the neigh-
borhood of the other two functions to define the chiral pocket that induces
stereoselectivity.
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Figure 2.1. Examples of molecules whose keto carbonyl group is hydro-
genated enantioselectively over cinchonidine-modified Pt under suitable re-
action conditions. The experimentally observed maximum values for the ee
(%) are given in parentheses (ee in acetic acid / ee in toluene); the (R) enan-
tiomers were formed in excess except in the hydrogenation of acetophenone.
If the molecule contains nonequivalent carbonyl groups, the ee refers to the
hydrogenation of the group indicated with an asterisk. a Ref 61. b Toluene
with some trifluoroacetic acid, ref 62. c Ref 63. d Ref 64. e Ref I. f Ref 65.
g Ref 66. h AcOH–toluene mixture (1:1 v/v), ref 67. i Ref 68.

The stereochemistry of the main product isomer of the catalytic hydro-
genation is determined by the configuration of the modifier. For example,
in the hydrogenation of 1-phenyl-1,2-propanedione (PPD) and ethyl pyru-
vate (EP), (R)-1-hydroxy-1-phenyl-2-propanone [henceforward called (R)-
PAC where PAC stands for phenylacetylcarbinol] and (R)-ethyl lactate [(R)-
EL] are formed in excess as cinchonidine (CD) is used as the chiral catalyst
modifier (Figure 2.2). By using cinchonine (CN), the opposite product enan-
tiomers are formed in excess. Substitution of the hydroxyl group at the
C(9) position of cinchona alkaloids may also affect selectivity and the effect
depends sensitively on the reactant. For example, in the hydrogenation of
activated α-substituted ketones such as EP, the ees are of similar magni-
tude whether the modifier is CD or O-methylcinchonidine (MeOCD).69–72
Instead, the replacement of CD by MeOCD leads to a remarkable loss of
enantioselectivity or even to an inversion in the sense of enantioselectiv-
ity in the hydrogenation of substituted acetophenones,73 PPD,74–76 and α-
hydroxyketones.74,77
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Figure 2.2. Enantiomeric excess (ee) observed in the hydrogenation of EP
and PPD over Pt/Al2O3 catalyst modified with cinchona alkaloids CD and
CN and their O-ethers in toluene. The structural depiction of the modifier
highlights in different colors the three main functionalities that are believed
to define the performance of the modifier as a chiral promoter (see the text).
a At 50% conversion of PPD, ref 74. b Ref 71. c Ref 69. d Not available.

Concentration

The concentration of the reactant can affect the reaction rate and enantio-
selectivity.34 The study of EP hydrogenation over a Pt–CD catalyst revealed
a weak ee maximum at EP concentration of about 2 M (mol dm−3) in the
range of 0.4–9 M.78 In the hydrogenation of PPD, the ee increased slightly
with increasing PPD concentration, but the maximum ee was probably not
achieved at such low initial dione concentrations (0.01–0.025 M).79

The concentration of the modifier is an important parameter controlling
both the rate of hydrogenation and the ee. Even very small quantity of the
modifier (the molar ratio modifier/Ptsurf � 1) is sufficient to induce enantio-
differentiation.56 The modifier/reactant molar ratio necessary to obtain the
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highest ee may be as low as 4 ppm.80 In the hydrogenation of PPD over Pt
catalysts, the ee increased with increasing CD concentration until it attained
its maximum value at 2:1 molar ratio of CD/Ptsurf, whereafter it decreased as
the concentration of CD was further increased.79 In EP hydrogenation, the ee
also increased first with increasing modifier concentration, whereafter a con-
stant ee level81 or a decline in ee 64,82 was observed, depending on the solvent
and the modifier. In general, the choice of the reactant, modifier, solvent,
and/or catalyst has an effect on the general form of the curves representing
the ee as a function of the modifier concentration.64,81,82

2.1.2 Catalysts

Supported metal catalysts contain polycrystalline metal particles that expose
terraces, steps, and kinks to the fluid phase.83 These particles have a wide
size distribution and surface morphologies that depend on their size and on
their chemical and thermal history.83 As enantioselective hydrogenations are
structure sensitive reactions (i.e., reactions whose turnover frequencies† vary
with different metal dispersions), the metal and metal particle size are some
of the most important factors affecting the activity and enantioselectivity of
chirally modified metal catalysts.34 The spatial demands on the active surface
are such that metal particle morphology is of much greater importance than
in simpler (unmodified) reactions.55

Metal and metal particle size

Pt is the most suitable metal in the hydrogenation of ketones with cinchona
alkaloids as modifiers. Other Pt group metals (Ru, Rh, Pd, Os, Ir) are usually
inferior to it. Nickel is not suitable when using cinchona alkaloids.34 The
differences between metals originate from different surface processes during
hydrogenation.34

The highest enantioselectivities have been obtained with supported cata-
lysts having a low dispersion of metallic platinum.55 This has been interpreted
to mean that the average Pt particle has to be large enough to favor adja-
cent adsorption of one large modifier molecule and one reactant molecule.
In EP hydrogenation, the mean Pt particle diameter had to be larger than
about 3 nm to obtain good ees.85–87 The optimum size for supported Pt
particles leading to the maximum ee was around 4 nm in the hydrogena-
tion of PPD.88,89 However, high, over 90% ees have been achieved in the

† Turnover frequency (TOF) is the number of molecules A that a catalyst can convert
into molecules B in a unit time per active site (or per gram catalyst).84
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hydrogenation of α-keto esters by using CD-modified colloidal, highly dis-
persed polyvinylpyrrolidone-stabilized Pt clusters with a mean size less than
2.0 nm. For example, the maximum ee of 97.6% in methyl pyruvate (MP)
hydrogenation was obtained with Pt particle size of 1.4 nm.65,90

The above examples show that more understanding is needed to fully
explain all the particle size and morphology effects. One should be careful
when drawing conclusions because contradictory observations on the effect
of metal particle size on enantioselectivity in various reactions are probably
partly due to different surface impurities originating from catalyst prepara-
tion and to side reactions that are also structure sensitive.51 It should also
be noted that the shape and size of colloidal and supported metal particles
can undergo remarkable changes during catalytic reactions.51

Support, modification, and pretreatment

Support material and its pore size distribution as well as catalyst modification
and pretreatment procedures are other important factors in enantioselective
hydrogenations.34,56 Most conventional support materials like Al2O3, SiO2,
and carbon are suitable when using Pt–cinchona catalysts.54 Catalyst modi-
fication and pretreatment affect the metal surface structure and the presence
of other adsorbents on the surface.34 These procedures can differ from case
to case because, for instance, the presence of oxygen and traces of organic
impurities may have either positive or negative effect on the ee.34 For exam-
ple, hydrogenation of α-keto esters led to higher ees when the catalyst was
modified under aerobic rather than anaerobic conditions.91–93 Small amounts
of oxygen (and other impurities) enhanced the ee in PPD hydrogenation as
well.94

Catalyst pretreatments are highly catalyst specific and have sometimes
dramatic influence on catalyst performance.51 Effective and widely used pre-
treatments are prereduction in hydrogen at elevated temperature (in the gas
phase or in solution) and ultrasonication (in solution in the presence of the
modifier).51 These pretreatments lead to restructuring of the metal particles.
Restructuring changes relative abundance of special surface sites and, thus,
influences the adsorption of the reaction components.51 Reductive and ox-
idative pretreatments of Pt/Al2O3 are also accompanied by the removal or
formation of impurities on the metal surface, strongly influencing the adsorp-
tion of cinchona alkaloids.51
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2.1.3 Solvents

Solvent may have a large impact on reaction selectivity (see, e.g., Figure 2.1).
In principle, enantioselective hydrogenation is possible in the gas phase,34,55
but it is usually more convenient to carry out the reaction in some solvent.
The dependence of the catalytic activity and selectivity on solvent may be
due to several factors: (i) solubility of liquid and gaseous reactants and mod-
ifiers and their adsorption on the catalyst surface, (ii) competitive adsorption
of solvent molecules, (iii) interactions of solvent molecules with the reactant
and the modifier either in the liquid phase or on the catalyst surface, as well
as (iv) catalyst deactivation caused by the solvent.34 Solvents may also pro-
mote undesired side reactions.95 In addition, complex organic molecules can
commonly adopt several conformers, and the population of these conformers
can vary as a function of solvent properties [e.g., solvent polarity (dielectric
constant)] and thus affect the selectivity.34 The change of the active metal,
reactant, and modifier can all affect the choice of the solvent. Due to the
various different roles of the solvent, it is usually very difficult to understand
solvent effects completely.

In the hydrogenation of carbonyl compounds over Pt–cinchona catalysts,
the highest ees have been obtained using solvents with the dielectric constant
between 2 and 10, such as acetic acid and toluene.34,56,96 In EP hydrogena-
tion, the ee decreased linearly with increasing dielectric constant,97 whereas
in the hydrogenation of PPD98 and ketopantolactone (KPL)99 an exponential
decline in ee was observed. Alcohols, such as ethanol and propanol, afford
also reasonable high ees, but they can undergo undesired side reactions with
the reactant leading to hemiketal formation.56

2.1.4 Other issues

Temperature, pressure, additives, and side reactions are further issues that
need to be considered in the context of enantioselective hydrogenation over
chirally modified, supported metal catalysts. The best enantioselectivities are
generally obtained under mild conditions, at or slightly below room temper-
ature and at 1–100 bar.34,51,56 Additives can act as catalyst poisons, change
the chemical structure of the modifier (e.g., by protonating it), or interact
with the modifier and/or the products.34 The mechanism of how an addi-
tive acts in favor of enantioselectivity depends on the reactant and modifier
structure, the relative rates of the modified and unmodified hydrogenations,
as well as the desorption of the product.34

In an ideal catalytic cycle for the hydrogenation of ketones over a modi-
fied catalyst, the modifier—without transformation—is involved in the next
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cycle after formation of the chiral alcohol product.57 This model, however,
does not reflect the real complexity of the system, because the reactant and
the modifier are involved in several other reactions, either in solution or on
the Pt surface.57 For example, the saturation of the aromatic ring of the
modifier (i.e., the “anchoring moiety”) is a side reaction, which leads to par-
tial or complete loss of enantioselectivity.57 Some other side reactions are
Pt-catalyzed decarbonylation and oligomerization, and the amine-catalyzed
aldol reaction and cyclization.51,57 Maybe the most unpleasant consequence
of numerous side reactions is that they are the major source of difficulties in
the spectroscopic analysis of the reactant–modifier–metal interactions.51

Another interesting feature of enantioselective hydrogenations over Pt–
cinchona catalysts is the dependence of the ee on the conversion of the reac-
tant. It is very characteristic to the structure of the reaction mechanism, and
different trends in the development of the ee as a function of conversion have
been observed depending on the metal and the reaction.34 In the hydrogena-
tion of PPD, the ee increased with increasing conversion of PPD, the initial ee
values at 10% conversion being ca. 30% less than at 90% conversion.79 Tran-
sient development of the ee was also observed in EP hydrogenation where,
however, the ee rose to a plateau already at 10–20% conversion.100 The strong
increase of the ee at high conversion levels (> 90%) of PPD was due to the
kinetic resolution, where different hydroxyketones reacted with different rates
to corresponding diols.79

The production of fine chemicals is usually carried out in batch reactors.
Traditionally, continuous operation has been used in gas-phase reactions but
it can also be applied in the liquid-phase reactions. Continuous operation has
many advantages compared to batch operation, making it a tempting choice
for heterogeneous enantioselective hydrogenations.34 For instance, continu-
ous operation allows higher production capacity and, from the mechanistic
point of view, helps to increase the understanding of different phenomena
during the reaction. Thus far continuous operation has been used relatively
seldom in heterogeneous enantioselective hydrogenations.34 Examples are the
hydrogenation of α-keto esters80,91,101 and PPD102 over cinchona-modified Pt.

2.2 Origin of asymmetric induction

As with all catalysis, asymmetric catalysis is a kinetic phenomenon and all
asymmetric inductions share the common principle that competing reactions
via diastereomeric transition states proceed at different rates.21 A chiral cata-
lyst is a prerequisite for energetically different diastereomeric transition states
and asymmetric induction in transformations of a prochiral reactant (Fig-
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ure 2.3a). In the absence of a chiral catalyst, the enantiomeric excess will
be zero even under thermodynamic control due to the equal energies of the
enantiomeric products. Instead, the origin of diastereoselectivity is based
on the chirality of the substrate itself. Energetically different diastereomeric
transition states (∆G‡1 6= ∆G‡2) and products (∆G1 6= ∆G2) ensue from a
chiral reactant even with an achiral catalyst, and the diastereomeric excess
(de) will be nonzero (Figure 2.3b). A chiral catalyst (or other chiral species)
may enhance diastereoselectivity.

(a) (b)
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Chiral
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reactant
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Figure 2.3. Energy profiles for (a) enantioselective and (b) diastereoselec-
tive reactions.

Today, most researchers agree that the enantioselective hydrogenation
of the C=O double bond catalyzed by heterogeneous Pt–cinchona catalysts
proceeds through a mechanism, where the active chiral sites are formed by
adsorption of the chiral modifier on the Pt surface. The kinetic results have
been compatible with the Langmuir–Hinshelwood formalism, which states
that the reactions occur in the adsorbed state.78,103 As any catalytic re-
action, enantioselective hydrogenation is made up of several steps. These
steps form a cyclic process called a catalytic cycle. There are three compet-
ing catalytic cycles for the hydrogenation of activated ketones on modified
Pt.49,50 Two of them are for the modified active site which yields (R) and (S )
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products—preferentially only one product. As it is not possible to modify
all catalytically active sites, one cycle is for the unmodified site leading to
racemic product mixture. The basic catalytic cycle consists of a fast adsorp-
tion of ketone and hydrogen from the fluid or gas phase on an active site,
the addition of two hydrogen atoms to the C=O bond and, finally, the fast
desorption of the alcohol.49,50 In the presence of a modified active site, the
prochiral ketone adsorbs reversibly on these sites via its two enantiofacial
configurations re and si, forming the diastereomeric intermediate complexes
pro-R and pro-S, respectively, which upon hydrogenation afford the (R) and
(S ) products, respectively (Figure 2.4). In the final step, the products are
desorbed to regenerate the chiral surface sites. The resulting enantiomeric
excess will depend on the ratio of modified to unmodified sites and on the
relative turnover frequencies of the cycles.81

Figure 2.4. The general mechanism of enantioselective hydrogenation of a
prochiral ketone on chirally modified metal surface (denoted by ?, following
ref 55). For simplicity, it is assumed that the reactant contains only one
carbonyl group that can be reduced.

Basically, asymmetric induction at chirally modified sites arises from the
combination of thermodynamic and kinetic factors (see, e.g., refs 55, 58, 104,
and Figure 2.5). In this context, the thermodynamic factor means the (rel-
ative) thermodynamic stabilities of the adsorbed diastereomeric reactant–
modifier adducts, whereas the kinetic factor means the (relative) intrinsic
hydrogenation rates of the reactant in diastereomeric reactant–modifier com-
plexes, that is, the pre-exponential factors and activation energies.

If the adsorption step is the only discriminating factor, that is, there is no
kinetic distinction in the hydrogen addition steps (kR = kS corresponding to
ER = ES in Figure 2.5), and adsorption equilibrium is achieved, the relative
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Figure 2.5. Three possible combinations of kinetic factors, described by
ER and ES, in the process from two diastereomeric complexes to enan-
tiomeric products (following refs 55 and 58): (a) ER = ES; (b) ER > ES;
(c) ER < ES. The initial states (left) represent diastereomeric pro-R and
pro-S complexes with different energies. The transition states (TS, center)
represent the hydrogen addition steps. The final states (right) represent the
(R) and (S ) products after release from the chiral site.

populations of the intermediates and products will be

[R]

[S]
=
KR

KS

= exp
(
−δ∆G−◦ads
RT

)
. (2.2.1)

In (2.2.1), δ∆G−◦ads is the difference between the Gibbs energies of adsorption
for the pro-R and pro-S intermediates,55 R is the gas constant, and T is
temperature in kelvins. The energy of adsorption is defined here as

∆Eads = Eintermediate − Ereactant − Emodified site (2.2.2)

where Eintermediate is the energy of the modified site with the reactant ad-
sorbed, and Ereactant and Emodified site are the energies of the isolated re-
actant and the modified site, respectively. For a reaction where the only
difference between the two pathways is the (electronic) adsorption energy
∆Eads, δ∆G◦ads may be replaced with δ∆Eads obtained, for example, from
first-principles electronic structure calculations. The enantiomeric excess can
then be estimated theoretically as104

ee =
1− exp

(
−δ∆Eads

RT

)
1 + exp

(
−δ∆Eads

RT

) . (2.2.3)
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Thus, the ee is exponentially related to the difference between the adsorp-
tion energies of the pro-R and pro-S intermediates implying that very small
adsorption energy differences lead to significant enantiomeric excesses. For
example, ee = 66.7% at 300 K if δ∆Eads = 4 kJ mol−1.

In general, the pro-R and pro-S intermediates may be hydrogenated at
different rates (kR 6= kS) corresponding to Figure 2.5 (b) and (c). If the
energy barrier for conversion of the intermediates to corresponding products
is the only difference between the two pathways (i.e., KR = KS in Figure 2.4)
and if the rate constants can be modeled using an activation energy approach,
an equation analogous to (2.2.3) can be written with the difference in barrier
height δ∆E‡ads playing the role of δ∆Eads.104

In more complicated cases (i.e., KR 6= KS together with kR 6= kS) the
theoretical estimation of even the sense of enantioselectivity becomes diffi-
cult. In principle, assessing the ee is possible from potential energy diagrams,
including transition-state energies, for whole reaction paths on chirally mod-
ified metal surface. However, determination of these diagrams using first-
principles electronic structure calculations is a formidable task and would
require huge computational resources, beyond the scope of most computa-
tional chemists.104 Thus far, full potential energy profiles have been deter-
mined computationally for systems which are small enough (see, e.g., refs
105 and 106). Instead, molecular modeling of enantioselective hydrogena-
tions over chirally modified metal surfaces has concentrated on the study of
modifier conformations and their interactions with various reactants. The
effect of the solvent or the catalyst metal surface (with adsorbed hydrogen)
has been possible to take into account in calculations only quite recently.

A way to assess the effect of the kinetic factor on stereoselectivity without
performing first-principles calculations on transition states was suggested by
Vargas et al.107,108 The hydrogenation rate of substituted acetophenones over
Pt was found to correlate with the stability of the reactive keto carbonyl π
orbitals of the isolated reactants calculated using the Hartree–Fock theory
with the 6-31G* basis set; the sum of bonding π and antibonding π∗ orbital
stabilization was proposed to be the most general parameter as a measure for
the reactivity.107,108 The orbital stabilization was suggested to result in lower-
ing of the transition state energy, hence decreasing the activation energy and
increasing the rate of the hydrogenation reaction. Applied to enantioselective
hydrogenation, a stability difference between the keto carbonyl orbitals of the
reactant in the pro-R and pro-S complexes would affect enantioselectivity.
For example, if the keto carbonyl orbitals of the reactant were more stable
in the pro-R than in the pro-S complex, the reactant in the pro-R complex
would be hydrogenated faster. In other words, the kinetic factor would favor
an excess formation of the (R) enantiomer.
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Another challenge to the direct calculation of the ee is that extremely
small energy differences (close to the error expected in current simulations)
along the pathways to two enantiomers can lead to large effects on selectiv-
ity.104 Due to the incompleteness of the computational methods and models
used to describe the catalytic system, it will often be possible to achieve
“only” a qualitative understanding of the system.104

2.3 Mechanistic models for enantioselectivity

The mechanisms of the heterogeneous enantioselective hydrogenations are
not completely understood in spite of many efforts.34 The mechanistic mod-
els developed for homogeneous catalysts provide only strongly limited help to
understand the functioning of chirally modified metals.51 Despite the analo-
gies between the chiral homogeneous and heterogeneous catalysts, several
phenomena makes the latter ones far more complex and difficult to under-
stand. These phenomena include the complex metal surface structure in-
cluding edges and corners, the anchoring of the modifier, and the mobility of
organic molecules on the metal surfaces.34,51

The mechanistic models for Pt–cinchona catalyzed hydrogenations are
based on the catalytic experimental results, molecular modeling, and physico-
chemical measurements regarding interactions in the reactant–modifier–cata-
lyst system.34 Most mechanistic studies consider the chiral induction in α-
keto ester hydrogenation, usually taking the example of ethyl or methyl pyru-
vate.57 Due to the rareness of truly in situ spectroscopic measurements at
the liquid–solid interfaces that would be in the key role for revealing the real
enantiodetermining step, the proposed models are mainly based on the sys-
tematic variation of reactant and modifier structure.57 The adsorption modes
of the modifiers and reactants on the metal surface during their interaction
is only speculated based on ex situ measurements and theoretical calcula-
tions.51 Hence, remarkably different mechanistic models have been proposed
for the most studied reactions, and even the basic elements of the origin of
enantioselectivity are debated.51

Most scientists agree that direct one-to-one reactant–modifier interactions
on the metal surface are responsible for enantioselectivity.51 However, many
variations in the details of molecular interactions exist. Supramolecular chi-
rality has also been suggested to be responsible for enantiodifferentiation in
Pt–cinchona systems; the so-called template model by Wells et al. assumed
that ordered arrays of cinchonidine on the Pt surface are responsible for
enantiodifferentiation in pyruvate hydrogenation.87,109 Later, the model was
revised to emphasize the role of one-to-one reactant–modifier interactions,
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because disordered adsorption of cinchona alkaloids and other amine type of
modifiers was confirmed.110

Baiker’s model

Baiker’s model for the origin of enantioselectivity is perhaps the most widely
discussed today.52,56,58 It dates back to the early 1990’s.111,112 According to
the model, a single modifier molecule anchored to the Pt catalyst surface
interacts with an adsorbed reactant molecule through an attractive N−H−O
type hydrogen bond. Nowadays, it is assumed that the intermolecular in-
teraction arises through an N+−H· · ·O bond between protonated quinucli-
dine nitrogen of the modifier and keto carbonyl oxygen of the reactant (Fig-
ure 2.6a). The protonated modifier is always the interacting species, both in
protic and aprotic solvents; the Pt−hydrogen system can protonate the basic
nitrogen atoms of, for example, CD113 and pyridine.114 The CD modifier is
bound to the surface via the aromatic quinoline moiety and the basic quin-
uclidine nitrogen atom points away from the quinoline ring—the modifier
adopts an “open” conformation. The keto group of the reactant is assumed
to adsorb parallel to the Pt surface during hydrogenation.

It is less clear what is the nature of the second interaction between the
reactant and the modifier that ensures the preferential adsorption of the
reactant on one enantioface (re or si) and an excess formation of the prod-
uct alcohol thereof. A repulsive interaction between the reactant and the
anchoring group of the modifier was previously suggested to determine the
adsorption mode of the ketone,57,58 but now the enantiodifferentiating effect
has rather been attributed to the directing effect of the electron-withdrawing
(and activating) functional group of the ketone that is related to the elec-
tronic environment provided by the chiral modifier.115,116 The position of the
activating group determines the direction and extent of enantioselectivity,
and the steric bulkiness on any side of the keto carbonyl group and addi-
tional electronic effects of substituents play only secondary roles.115,116

McBreen’s model

Another model that is based on the formation of adsorbed 1:1 reactant–
modifier hydrogen-bonded complexes was proposed by McBreen et al.117–121
In this “generalized two-point H-bonding model”, the prochiral complex is
formed by two separate H-bonding interactions (Figure 2.6b): (i) the prochi-
ral keto carbonyl forms a C=O· · ·H−C bond, at the surface, to the chemisorp-
tion activated aromatic anchor of the modifier, and (ii) the ester carbonyl
forms a conventional H-bond, above the surface, to the protonated tertiary
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Figure 2.6. Proposed 1:1 reactant–modifier interaction geometries illus-
trated for methyl pyruvate and cinchonidine: (a) Baiker’s model, (b)
McBreen’s model, (c) Augustine’s model, (d)–(e) Bartók’s models, (f)
Vayner’s model, and (g) Margitfalvi’s model.

amine function of the modifier. McBreen’s model is suggested to be valid
for stereoselective hydrogenation of all activated ketones on chirally modified
Pt.117 However, the model has problems with explaining, for example, why
the cinchona alkaloids quinidine and quinine are effective modifiers. These
modifiers have a methoxy group at the C(6’)-position of the anchoring moi-
ety (see Figure 2.2), which would hinder the C−H· · ·O=C interaction. In
addition, the model does not provide any explanation for the inversion of the
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ee, which is observed when the OH group of cinchonidine is replaced by a
methoxy group in the hydrogenation of, for example, PPD.75

Augustine’s model

Besides the models involving an N−H· · ·O=C type hydrogen bond interac-
tion between the (protonated) modifier and the carbonyl oxygen, N· · ·C type
interaction based on the nucleophilic attack of the quinuclidine N atom on the
electron deficient carbonyl C atom has been suggested. Augustine et al.122,123
proposed an enantiodifferentiating “bidentate” complex where the lone elec-
tron pairs of the quinuclidine N and the oxygen of the C(9)−OH group of
cinchonidine interact attractively with the keto carbonyl C and ester car-
bonyl C atoms, respectively (Figure 2.6c). In the first version of Augustine’s
model, cinchonidine was adsorbed edge-on onto the Pt surface through the
quinoline N atom,122 whereas later the quinoline portion was considered to
be adsorbed parallel to the Pt surface.123 In both versions, coordinatively
unsaturated corner atoms or adatoms on the metal surface were considered
as the active sites for hydrogenation.

Augustine’s model has several shortcomings. For example, it does not
explain enantioselectivity when the quinuclidine nitrogen is protonated—
good ees have been obtained in EP hydrogenation with both CD and CD·HCl
as the chiral auxiliary.124 Further, the bidentate interaction leading to the
formation of a pseudo-six-membered ring species is sterically hindered on
the Pt surface, particularly when MeOCD is used. Still, the experimentally
observed ee is constant or slightly higher in pyruvate hydrogenation when
using MeOCD instead of CD.125

Bartók’s model

An N→C=O interaction between the quinuclidine skeleton of the modifier
and the keto group of the reactant also plays a central role in the models sug-
gested by Bartók et al.126–129 for reactions in non-acidic solvents like toluene.
Furthermore, a hydrogen bond between an aromatic H of the quinoline ring
and the C=O group of the substrate was proposed (Figure 2.6d).126 However,
this model has problems similar to McBreen’s model. Bartók et al.128,130,131
also suggested organometallic type surface complexes, where the modifier and
the reactant (the “ligands”) bound to a surface Pt atom via the lone electron
pairs of the N and O atoms as well as the two carbonyl O atoms, respectively
(Figure 2.6e).
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Vayner’s model

On the basis of theoretical calculations, Vayner et al.132 proposed that the ini-
tial step in the mechanism of hydrogenation of activated ketones on cinchona
alkaloid modified Pt is nucleophilic addition (N→C=O) of the cinchona al-
kaloid to the ketone to form a zwitterionic adduct with a covalent N−C bond
(Figure 2.6f); this adduct is likely to be stabilized by hydrogen bonding in
acidic media. The adduct is adsorbed on Pt, and subsequently undergoes
hydrogenolysis with inversion of configuration. The enantioselectivity of the
reaction is determined by the relative stabilities of the diastereomeric adducts
adsorbed on platinum.132 The formation of zwitterionic species in acetone so-
lution was supported by NMR studies63,133 but strong experimental evidence
against this mechanistic model was provided later.134

Margitfalvi’s model

Margitfalvi et al.135–139 proposed a model that is remarkably different from
the others. According to this “shielding effect” model, a 1:1 complex is formed
in solution between the reactant and the modifier (Figure 2.6g). Furthermore,
the modifier adopts a closed conformation and not an open one as in all
the other models. The reactant–modifier interaction takes place via π–π
overlapping between the conjugated π-bonds of the α-keto ester and the
aromatic ring of the modifier. In the closed conformation of the modifier,
the lone pair of electrons of the quinuclidine nitrogen is directed towards the
quinoline ring and the modifier can provide a concave, umbrella-like form
required for steric shielding. Preferential shielding of one of the prochiral
faces of the prochiral reactant and subsequent adsorption of the reactant
by its unshielded side onto the Pt surface, followed by hydrogen uptake,
results in enantiodifferentiation. Although reactant–modifier interaction in
the liquid phase is probable, the shielding effect model contradicts many
experimental observations (see, e.g., refs 51 and 57).

2.4 Reactant–modifier–catalyst interactions

As has been stated, the reactant–modifier interactions are the source of asym-
metric induction in enantioselective hydrogenations over chirally modified Pt
surfaces. Therefore, understanding these interactions is of fundamental im-
portance. Most of the information about the reactant–modifier–catalyst in-
teractions comes from the studies on enantioselective hydrogenation of α-keto
esters over cinchona alkaloid modified platinum catalysts. Hydrogenation of
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other kind of ketones such as the vicinal diketone PPD has also been un-
der active investigation,75,76,79,94,98,140–145 but (before this work) these studies
have mainly concerned catalyst selection and characterization as well as ki-
netic aspects. The studies of adsorption of α-keto esters on a metal surface
indicated that adsorption is affected by the presence of coadsorbed hydrogen
and that lone-pair- and π-bonded α-keto esters possibly coexist on the sur-
face.119,120,146–151 The π-bonded species adopting the s-cis conformation was
suggested to be relevant in the enantiodifferentiating 1:1 reactant–modifier
complex.146,148 Spectroscopic and theoretical data support the model assump-
tion that the modifier (e.g., CD) is strongly adsorbed via its quinoline moiety
oriented preferentially parallel to the Pt surface.113,152–163 The quinoline part
of the modifier is adsorbed even under hydrogenation conditions.154,157,161

1:1 Complexes between MP and (S )-(–)-1-(1-naphthyl)ethylamine, a chi-
ral modifier, were observed by scanning tunneling microscopy (STM) on
Pt(111) in the presence of coadsorbed hydrogen.164 In situ attenuated to-
tal reflection (ATR) infrared spectroscopy studies during the enantioselec-
tive hydrogenation of EP over CD-modified Pt/Al2O3 catalyst showed the
preferential adsorption of EP as an s-cis conformer and indicated a hydro-
gen bond between the keto-oxygen atom of EP and the quinuclidine nitrogen
of coadsorbed CD.165 A similar N+−H· · ·O=C hydrogen bonding interac-
tion was also observed experimentally between KPL and CD over Pt/Al2O3

catalyst.166
Hydrogen bonding interactions between methyl/ethyl pyruvate and pro-

tonated modifier have also been investigated computationally.112,167–170 The
complexes where the pyruvate adopted the s-cis conformer were substan-
tially more stable than the complexes with the s-trans conformer.112,168–170
The steric constraints imposed by the adsorption of the complexes on a metal
surface were modeled implicitly using geometry restrictions in the calcula-
tions.168,169 The Pt(111) surface was taken explicitly into account only in
some theoretical studies by molecular mechanics65,132,139 and by DFT.171,172
Recently, supramolecular docking structures of KPL within the chiral sites
formed by CD adsorbed on the Pt(111) surface were explored by DFT.173



Chapter 3
Computational methods and models

This chapter summarizes the computational methods and models employed
in this work. The methods are discussed in more detail in Appendix C. As
the author of this thesis has contributed only to the computational work, the
details of the experiments will not be considered here but they can be found
in appropriate references [I–IX].

The catalytic three-phase system composed of hydrogenation of ketones
in the presence of a solid catalyst and a dissolved catalyst modifier is in-
trinsically very complex (see Chapter 2). Modifiers, substrates, hydrogen,
and solvent molecules adsorb onto the catalyst surface in competition with
each other; if they are able to undergo dissociative adsorption and side re-
actions, variety of other species may be formed.55 Oxygen in the air may be
introduced in the dissolved state in the solvent to provide sufficient surface
coverage of adsorbed oxygen.55 Furthermore, the surface geometry of sup-
ported metal catalyst is intrinsically heterogeneous, containing various types
of surface sites with different coordination (terrace, step, edge, kink, vacancy,
adatom) and thus different adsorption properties.51 Typically, the adsorption
strength and geometry will change with coverage and coadsorption of other
compounds.51

Equations derived at the most fundamental level of theory (e.g., rela-
tivistic quantum mechanics) to describe various aspects of catalysis in the
above-mentioned system—spanning time scales from about 10−15 s to even
days and length scales from picometers to meters—would be too demand-
ing to be solved with current computational resources and methods (see also
Section B.3.3). Therefore, approximations about the composition of the sys-
tem and physics governing it have to be made in order to make the problems
solvable. Reasonable approximations may reduce the complexity of the prob-
lem substantially but still provide information that is accurate enough to be
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useful about the questions at hand. More discussion about the reliability
of the methods and models used in this work can be found in IV and VI.
Approximations which are incorporated into the computational methods and
which affect the accuracy of the results are:

• Born–Oppenheimer approximation, that is, separation of nuclear and
electronic motions (Section C.1.5)

• using the Schrödinger equation instead of the Dirac equation, that is,
complete neglect of relativistic effects except when some of them are
taken into account implicitly by using pseudopotentials (Section C.3)

• representing a one-electron wavefunction (orbital) by an expansion in
a finite basis set (Section C.3)

• representing a many-electron wavefunction by one Slater determinant
[Hartree–Fock (HF) method, Section C.2] or by a finite sum of Slater
determinants [truncated configuration interaction (CI), coupled cluster
(CC), and Møller–Plesset perturbation theory (MPPT) based methods,
Section C.4]

• approximating the Hamiltonian describing the system, for example,
approximating the exchange-correlation functional (whose exact form
is not known) in density functional theory (DFT, Section C.5)

• neglecting the motion of the nuclei, that is, neglecting the zero-point
vibrational energy and the thermal corrections to the energy (Section
C.6)

• describing solvation by continuum solvation models (Section C.8)

• using classical mechanics instead of quantum mechanics in molecular
mechanics methods (Section C.9)

3.1 Quantum mechanics methods

The quantum mechanics (QM) calculations with localized basis sets were
performed with computational methods incorporated in the program pack-
ages Gaussian 98,174,175 Gaussian 03,176 and TURBOMOLE versions 5.6–
5.9.177–180 The DACAPO code181,182 was used for DFT calculations with pe-
riodic boundary conditions and plane wave basis. The latter computations
were performed only in VII and not by the author of the thesis.
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Methods based on both wave function theory (WFT)183 and DFT184,185

were employed to calculate the electronic structure and some properties of
molecules and molecular complexes in the gas phase. Of the WFT methods,
the HF theory,183 MPPT with second- and fourth order corrections (MP2
and MP4, respectively),186–188 as well as the CC method including single and
double excitations (CCSD)189,190 were used. DFT was applied in the form
introduced by Kohn and Sham191 (including its spin-polarized extension192),
mainly with the B3LYP hybrid exchange-correlation functional193–196 and the
BP86194,197,198 gradient-corrected exchange-correlation functional. The basis
sets used to construct the spin orbitals can be found in I–IX in connection
with appropriate methods.

In addition to the aforementioned methods, the CBS-4M,199 G2(MP2),200
and G3(MP2)//B3LYP201 model chemistries were employed. These com-
pound methods consist of a number of predefined component calculations
whose results are combined together in a specified matter with some empir-
ical corrections. The compound methods allow very accurate calculations
on molecules that would be too large to be handled with conventional WFT
methods suchs as the CC method. More details of the compound methods
can be found in Section C.7 and in III.

Processes on the metal surface (adsorption, reactions, etc.) were modeled
by DFT. Calculations with localized basis sets were performed mainly using
the BP86 functional in combination with the RI-J and MARI-J approx-
imations (MARI-J stands for Multipole-Accelerated-Resolution-of-Identity-
J ).202–205 Relativistic effects were taken into account implicitly using the rela-
tivistic effective core potential (ECP) from the TURBOMOLE library (called
“def-ecp”) to represent the 60 core electrons of Pt.206 The 18 valence electrons
of platinum and all electrons of the other elements were treated explicitly us-
ing mainly the SV(P) and SVP basis sets (“def-SV(P)” and “def-SVP”).207
SVP and SV(P) are double zeta valence basis sets including polarization
functions for all elements and for all non-hydrogen elements, respectively.

DFT calculations with periodic boundary conditions utilized the PW91,208
PBE,209 and RPBE210 gradient-corrected functionals. The core electrons of
all atoms were treated with Vanderbilt ultrasoft pseudopotentials,211 whereas
the valence electrons were modeled by plane wave basis [VII].

Transition states for hydrogenation reactions and hydrogen diffusion on
the Pt surface [IX] as well as energy barriers for conversion between vari-
ous conformers of reactants [IV] and modifiers [VIII] were searched using
constrained optimization. In this procedure, the reaction coordinate (e.g.,
interatomic distance, torsion angle) is fixed while all other degrees of free-
dom are optimized. The transition state is characterized by the configuration
with the highest energy along the reaction coordinate.
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3.2 Molecular mechanics methods

The molecular mechanics (MM) calculations (also called force field calcu-
lations) were performed with the Forcite molecular mechanics module in
Materials Studio versions 3.2, 4.1, and 4.2 (Accelrys Software Inc.). The
COMPASS (Condensed-phase Optimized Molecular Potentials for Atomistic
Simulation Studies) force field212 was employed with the atomic charges de-
termined using the QEq charge equilibration method213 as implemented in
Materials Studio.

3.3 Models for catalyst surface

3.3.1 DFT calculations

Typically, the catalyst surface is represented by cluster or slab models.214,215
Cluster models use a small number of atoms to represent the catalyst and of-
ten capture only the local environment around the catalytically active site.215
By contrast, in the slab models the catalyst is represented by an infinite slab
with a periodic structure along the surface. Both approaches have benefits
and drawbacks discussed, for example, in ref 215. When considering adsorp-
tion of molecules on metal surfaces, the predicted structures of the adsorbates
and relative energies of various adsorption modes do not usually depend on
the approach.216–218 However, it should be noted that active metal catalysts
are often composed of highly dispersed metal particles on support materi-
als, with the metal particle diameter as low as 1–2 nm. These nanoparticles
have often properties which differ substantially from those of the bulk metal.
Thus, cluster models should be the correct choice since clusters best mimic
the experimental system.215

In this work, the Pt(111) catalyst surface was represented by clusters [V–
VII,IX] and periodic slabs [VII]. Clusters consisted of two or three layers and
19−64 Pt atoms. These clusters were large enough to accommodate various
molecules (reactants and modifiers) but small enough to make computations
feasible. To account for surface relaxations effects, the coordinates of the
central atoms (i.e., atoms not on cluster edges) on the top layer of the clusters
were allowed to fully optimize. All other atoms were fixed at the crystal
bulk structure with the Pt−Pt distance of 277.5 pm. Totally fixed clusters
were also employed to study, for example, the effect of surface relaxation on
adsorption. In periodic slab calculations, the catalyst surface was modeled
by two or three atomic layer thick slabs and a (3×3) unit cell. All the atoms
except atoms at the bottom Pt layer were relaxed.
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3.3.2 MM calculations

As the COMPASS force field cannot be used to model chemisorption and,
consequently, exact structures of the adsorbed molecules, the role of the metal
surface in the MM calculations was mainly to act as a steric constraint to
the formation of reactant–modifier complexes. The flat Pt(111) surface was
represented by three atomic layer thick slabs of finite dimensions. During the
calculations, all Pt−Pt distances were kept fixed to the experimental value
of 277.5 pm of bulk Pt. The atomic charges of all Pt atoms were set to zero.

3.4 Models for solvent
The quantum mechanical treatment of solvation effects was carried out either
implicitly with Conductor-like Screening Model (COSMO)219 as implemented
in TURBOMOLE or explicitly by representing the solvent by individual sol-
vent molecules (in II). COSMO is a continuum solvation model, where the
solute molecule forms a cavity within the dielectric continuum of permittivity
ε that represents the solvent. The charge distribution of the solute polarizes
the dielectric medium and the response of the medium is described by the
generation of screening charges on the cavity surface.



Chapter 4
Results and discussion

The main results of the thesis are summarized and discussed in this chapter.
Sections 4.1 and 4.2 deal with the effects of the structure of reactants and
modifiers on stereoselectivity, whereas the role of the solvent in stereodiffer-
entiation is considered in Section 4.3. The origin of regioselectivity, which
may arise in hydrogenation of reactants that contain several reacting car-
bonyl groups (e.g., PPD), is discussed in Section 4.4. In Section 4.5, effects
of the size of catalyst metal particles on the adsorption (and reaction se-
lectivity) of organic molecules are considered. Finally, reaction mechanisms
and the origins of asymmetric induction in diastereoselective hydrogenation
of chiral ketones over unmodified Pt catalyst are discussed in Section 4.6.

4.1 Effect of reactant on stereoselectivity

To study the effect of reactant structure on the stereodifferentiating one-to-
one reactant–modifier interactions, CD was used as the modifier. MeOCD
was also applied and the results with this modifier will be discussed in the
next section. CD is a complex molecule and has many conformers of which
the so-called Open(3) conformer has been shown to be the most stable in the
gas phase and in solution.66,73,99,132,143,220 Open(3) has also been proposed to
be the actor species in enantiodifferentiation. Therefore, interactions between
the Open(3) conformer of CD and various reactants were studied first. Later,
other conformers were considered as well (Section 4.2).

Whatever the conformer of the modifier, it was supposed to be protonated
at the quinuclidine nitrogen following the Baiker’s model (see Section 2.3).
The proton affinity (PA) of CD was indeed calculated to be quite high, around
1000 kJ mol−1 [I], which is in line with the model. The reactant–modifier
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interaction involved at least one hydrogen bond between the carbonyl oxygen
of the reactant and the NH+ moiety of the modifier (C=O· · ·H−N+). Two
different interaction modes were found to be stable between PPD and CDH+

in the gas phase: (i) bifurcated, where a bifurcated hydrogen bond existed
between the carbonyl oxygens of the reactant and the NH+ proton of the
modifier (Figure 4.1) and (ii) cyclic, where one of the carbonyl oxygens of
the reactant interacted with NH+ of the modifier and the other one interacted
with the hydroxyl group of the modifier (Figure 4.2).

pro-R(1) pro-R(2)

pro-S(1) pro-S(2)

Figure 4.1. Bifurcated PPD−CDH+ complexes optimized at the HF/6-
31G* level of theory [I].

In the most stable PPD−CDH+ complexes, PPD adopted an s-cis type of
conformation with the torsion angle D(O=C−C=O) varying between −90◦

and +90◦ [I]. The complexes with an s-trans-like conformation of PPD were
less stable by over 15 kJ mol−1 or not stable at all [I]. Instead, isolated PPD
adopted an s-trans-like conformation (Figure 4.3).
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pro-R pro-S

Figure 4.2. Cyclic PPD−CDH+ complexes optimized at the B3LYP/-
T(ON)DZP level of theory [VI].

In addition to the thermodynamic stabilities of the reactant–modifier
complexes, energies of the keto carbonyl bonding π and antibonding π∗ or-
bitals of the reactant were also of interest. As discussed in Section 2.2,
stabilities of these orbitals reflect the kinetic factor, that is, the reactivity
of the reactant towards hydrogenation. Appearances of these orbitals for
isolated PPD are shown in Figure 4.4.

Investigation of the interactions between PPD and CDH+ in the gas phase
at the HF/6-31G* level revealed that the diastereomeric complexes were al-
most of equal thermodynamic stability [I]; the complexation energies differed
at most by 2 kJ mol−1. Some of the complexes could be excluded from be-
ing actor species in enantiodifferentiation on geometrical grounds—the C=O
group next to the phenyl group did not have access to the Pt surface (and
reactive hydrogen) in some complexes. In fact, only the pro-R(1) and pro-
S (1) complexes (Figure 4.1) fulfilled the geometrical criteria. The pro-R(1)
complex was only slightly (∼1 kJ mol−1) more stable than the pro-S (1) com-
plex but the sum of the keto carbonyl π orbital energies was lower in the
pro-R(1) than in the pro-S (1) complex by 13 kJ mol−1 [I]. Therefore, the
experimentally observed ee of 65% of (R)-PAC was proposed to be mainly
due to the kinetic factor [I]. The results thus suggested that the sense of
enantioselectivity could be assessed by studying reactant–modifier interac-
tions in the gas phase provided that both the thermodynamic and kinetic
factors together with geometrical constraints were taken into account and
the modifier adopted the Open(3) conformation.

The computational model that gave a reasonable explanation for the ex-
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Figure 4.3. The total electronic energy of PPD as a function of the
O=C−C=O torsional angle (θ), calculated at the B3LYP/6-31G* level.221

perimentally observed enantioselectivity in PPD hydrogenation did not work
as well for α-keto esters [II]. The pro-R and pro-S complexes between MP
and CDH+ adopting the Open(3) conformation were of equal energy, and
the keto carbonyl π orbitals of MP were only 2 kJ mol−1 more stable in
the pro-R complex. These results suggested a slight excess formation of the
(R)-methyl lactate but, on the contrary, quite high ee of 74% was observed
experimentally in toluene.65 Taking electron correlation into account at the
MP2/6-31G*//HF/6-31G* level did not have any significant effect on the
energetics and neither did the enlargement of the basis set from 6-31G* to
6-31G** [II]. In the case of KPL–CDH+ complexes, both thermodynamic
and kinetic factors suggested an excess formation of (S )-pantolactone upon
hydrogenation [II], thus contradicting the experimental observation of an
excess formation of (R)-pantolactone (Figure 2.1). The theoretical results
thus suggested that the diastereomeric, bifurcated complexes between the
above-mentioned α-keto esters and CD adopting the Open(3) conformation
were not controlling enantiodifferentiation. Alternatively, the computational
model that omitted the platinum surface among others was too simple for
evaluating the experimental ee.

Subsequently, effects of a flat Pt(111) surface on the reactant–modifier in-
teractions were addressed using MP, PPD, and the α-hydroxyketone deriva-
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antibonding * bonding (1) bonding (2)

Figure 4.4. One antibonding and two bonding keto carbonyl π orbitals of
1-phenyl-1,2-propanedione [I].

pro-R pro-S

Figure 4.5. Optimized geometries of the bifurcated complexes between 2-
hydroxy-1-phenyl-1-propanone and CDH+ in the gas phase (above, by DFT)
and on the Pt(111) surface (below, by MM) [IV].

tives of PPD as reactants and CDH+(Open3) as the modifier [IV,VI]. The
cyclic hydrogen-bonded complexes were stable in the absence of the Pt sur-
face and of almost equal energy as the corresponding bifurcated complexes,
evaluated using DFT with the B3LYP hybrid functional and the TZVP and
T(ON)DZP basis sets [IV,VI]. However, according to the molecular mechan-
ics (MM) calculations with the COMPASS force field, neither PPD nor MP
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was able to form cyclic complexes with CDH+ on the Pt surface as opposed
to the situation in the gas phase [VI]. Further, most of the cyclic complexes
between α-hydroxyketones and CDH+ were not stable on the Pt(111) sur-
face as opposed to the bifurcated ones (Figure 4.5). As the feasible cyclic
complexes were less stable than the bifurcated complexes, the relevance of
the cyclic complexes to stereodifferentiation was considered negligible [IV].
The geometries of the bifurcated complexes were actually often closer to
single hydrogen-bonded than bifurcated [IV,VI]. In any case, the reactants
adopted an s-cis conformation in the complexes even on the Pt(111) surface.
Only 1-hydroxy-1-phenyl-2-propanones adopted conformations closer to s-
trans than s-cis due to the sp3-hybridized carbon atom next to the phenyl
ring [IV]. Instead, the s-cis conformers were the most stable of all isolated
α-hydroxyketones due to the intramolecular O−H· · ·O=C hydrogen bonds
[IV].

In the case of PPD and MP, the bifurcated pro-R complexes were ther-
modynamically more stable than the corresponding pro-S complexes by 1 kJ
mol−1 and the keto carbonyl π orbital stabilization was more pronounced in
the pro-R complexes by 32–52 kJ mol−1 [VI]. These DFT results are in line
with the experimental enantioselectivities (at least qualitatively), whether
the selectivity is controlled by the thermodynamic or kinetic factor. Combi-
nation of the results of the DFT and MM calculations led also to a reasonable
explanation for the experimentally observed enantio- and diastereoselectivi-
ties in α-hydroxyketone hydrogenation [IV].

4.2 Effect of modifier on stereoselectivity

As exemplified in Figure 2.2, modifier structure has a crucial effect on stereo-
selectivity. For example, substitution of CD by its near-enantiomer CN in
PPD hydrogenation was followed by a change of the major product from (R)-
PAC to (S )-PAC. This experimental observation is in line with the theoretical
result of kinetic preference for the formation of the (S ) product [I]. The
relation between the stereoselectivity of the reaction and the configuration
of the modifier is quite reasonable. Instead, it is more difficult to explain the
dependence of stereoselectivity on the substituent at the C(9)-O- position
of the modifier. For example, under optimal conditions the main product
in PPD hydrogenation, (R)-PAC, could be obtained in 65% ee using CD as
the chiral catalyst modifier [I]. When O-methyl, O-phenyl, and O-silyl ether
derivatives of CD were used, a loss (ee = 0%) or inversion of enantioselectivity
resulted with 10–28% ee of (S )-PAC produced (Table 1 in VIII). The same
trend was observed with CN and its derivatives as chiral modifiers. With
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CN the main product (S )-PAC was obtained in 19% ee but when O-methyl,
O-phenyl, and O-silyl ether derivatives of CN were used, an inversion of
enantioselectivity resulted with (R)-PAC being produced in 28–33% ee (Table
1 in VIII).

4.2.1 Modifier conformations

Cinchona alkaloids and their derivatives can adopt many stable conforma-
tions (Figure 4.6), which complicates finding the species relevant to stereo-
differentiation. The conformers of CD, CN and their derivatives can be distin-
guished by the relative orientation of the quinoline and quinuclidine moieties
and, especially, by the direction where the quinuclidine nitrogen points at. In
the closed conformers the quinuclidine nitrogen points towards the quinoline
moiety, whereas in the open conformers the nitrogen points away from the
quinoline moiety.

Open(3)

Closed(2)Closed(1)

Open(4) Open(5)

Figure 4.6. Some stable conformations of MeOCD optimized at the
B3LYP/T(ON)DZP level of theory [VIII].

Theoretical and experimental studies of various O-ether derivatives of
CD and CN showed that the equilibrium populations of the modifiers in the
gas (and liquid) phase did not directly correlate with the enantioselectivity
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observed in the hydrogenation of PPD over modified Pt catalyst [VIII]. For
example, on the basis of computational electronic energies, Open(3) was
the most stable and thus the most populated conformer of MeOCD, O-
methylcinchonine (MeOCN), O-(tert-butyldimethylsilyl)cinchonidine (TB-
DMSOCD), and O-(propyldimethylsilyl)-10,11-dihydrocinchonidine (PDM-
SODHCD, Tables 3 and 4 in VIII). The Closed(1) and Closed(2) conformers
were the next most populated, whereas the populations of the Open(4) and
Open(5) conformers were negligible. Computational Gibbs energies at 25◦C
and 1 bar gave rather similar results for the relative stabilities of the confor-
mers of MeOCD and MeOCN as the electronic energies. However, the most
stable conformer of TBDMSOCD in the gas phase was Closed(2) followed
by Open(3) and Closed(1) according to the Gibbs energies. The notable
differences between the relative Gibbs and electronic energies in the case of
TBDMSOCD were attributed to errors in the computational entropy term,
caused by poor description of low-frequency vibrations within the harmonic
oscillator approximation [VIII].

The conformational analysis of the modifiers implied that specific inter-
actions between the modifier and the catalyst surface play a crucial role in
creating sites that are able to chiral recognition in stereoselective hydrogena-
tion reactions [VIII]. The possible protonation of the basic nitrogen atoms on
the catalyst surface113,114 and its effect on conformational equilibria should
also be borne in mind. Specifically, it should be noted that on the metal
surface cinchona alkaloids may adopt conformations that are not stable in
the gas or liquid phase. If these conformers are able to stereospecific inter-
actions with reactant molecules, their role in stereodifferentiation should be
considered.

Computational studies showed indeed that some conformations of CD and
MeOCD were stable only on the Pt surface [VI]. These conformations were
adsorbed on the surface via the quinuclidine moiety in addition to the quino-
line ring and were called, accordingly, Quinuclidine Adsorbed-Open(3) and
-Open(4) [QA-Open(3) and QA-Open(4)]. In principle, they could be gen-
erated from the adsorbed Open(3) and Open(4) conformations, respectively,
by rotating around the C(4’)−C(9) bond (Figure 2.2). The vinyl moiety [the
C(10)=C(11) double bond] of the qa-open conformations lay close and almost
parallel to the surface, which provided a reasonable explanation for its fast
hydrogenation to the ethyl moiety observed experimentally under catalytic
conditions.70,152,154

According to the MM calculations, the qa-open conformers were more
stable on the flat Pt(111) surface than any of the gas-phase conformers
[VI]. Similar conformations were found to be stable on Pt(111) by molec-
ular dynamics159 and by DFT calculations.162,163,173 However, Vargas and



40 Results and discussion

Baiker162,163 considered these conformations as transient species converting
to some other conformation after the detachment of the quinuclidine moiety
due to the hydrogenation of the vinyl group to ethyl. Instead, our DFT cal-
culations showed that the quinuclidine moiety may stay adsorbed even if the
vinyl group is hydrogenated (Figure 2 in VI). Moreover, as the quinuclidine
N was protonated (which takes place under hydrogenation conditions165,166),
the QA-Open(4) conformations of CD and MeOCD were more stable than
the Open(3) conformations on the Pt(111) surface (Figure 2 in VI). In ad-
dition to the high stability of the qa-open conformations on Pt(111), their
geometries were such that they were able to form hydrogen-bonded com-
plexes with adsorbed reactants [VI]. These facts suggested that the qa-open
conformations might have some role in stereoselective hydrogenation over
modified Pt catalyst.

Table 4.1. Adsorption energies (kJ mol−1) for various conformations of
CD, CDH+, and their O-methyl ether derivatives MeOCD and MeOCDH+

adsorbed on a Pt38 cluster with two layers and the (111) surface, calculated
at the BP86/SV(P)–MARI-J level.222,a

Conformation CD CDH+ MeOCD MeOCDH+

Closed(1) −198b −153 −167 −115
Closed(2) −200b,c −151 −167 −119
Open(3) −193b,c −169 −159 −112
Open(4) −183b −161 −152 −111
Open(5) −160b,c −167 −137 −117
QA-Open(4) −166 −189 −163 −180

a Adsorption energies were calculated with respect to the Open(3) conformer as in VI.
The nine central atoms of the top Pt layer were allowed to fully optimize whereas all
other Pt atoms were fixed at the crystal bulk structure with the Pt−Pt distance of
277.5 pm. All calculations were done spin unrestricted with the total spin state of
S = 3. The following convergence criteria were used unless otherwise stated: 10−5

hartree for the SCF energy and the total energy; maximum norm of Cartesian gradi-
ent up to 10−3 atomic units (bohr) for structure optimization.
b 10−6 hartree for the SCF energy. c Total energy up to 10−6 hartree.

Subsequent, more extensive DFT studies on the adsorption of some cin-
chona alkaloids (Table 4.1, see also Figure 4.7) demonstrated that Closed(1)
and Closed(2) were actually the most stable conformers of CD on the Pt(111)
surface, Open(3) being less stable by about 5 kJ mol−1.222 This is in contrast
to the situation in the gas and liquid phase, where Open(3) is the most popu-
lated conformer at room temperature.99 Open(4), QA-Open(4) and Open(5)
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were the least stable conformations of CD on Pt(111). The stability order
for the open and closed conformations on the Pt(111) surface is in line with
previous findings.162,163 The absolute values of the adsorption energies may
vary between different studies due to the computational details, the details
of the Pt clusters (partly relaxed or totally frozen), and the adsorption site
(edge or center of the cluster).

Closed(1) Closed(2)

Open(4) Open(3)

Open(5)QA-Open(4)

Figure 4.7. Optimized structures of some conformers of MeOCD on the
Pt(111) surface. For computational details and relative stabilities of the
conformers, see Table 4.1.

Adsorption energies of the closed and open conformers of MeOCD varied
between −137 and −167 kJ mol−1, being 23–35 kJ mol−1 less negative than
for CD (less negative adsorption energy means weaker adsorption). How-
ever, the stability order was qualitatively and almost even quantitatively the
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same as for CD: Closed(1) ≈ Closed(2) > Open(3) > Open(4) > Open(5).
These results are in reasonable agreement with the results of Vargas and
Baiker.223 However, contrary to the results for CD, the QA-Open(4) con-
former of MeOCD was 4 kJ mol−1 more stable than Open(3), being just 4
kJ mol−1 less stable than the closed conformers. A so-called tilted adsorp-
tion mode of the Open(3) conformation of MeOCD was also optimized on
Pt(111). In the tilted adsorption modes of cinchona alkaloids the quinoline
ring lies tilted rather than parallel to the metal surface, with only one edge
of the ring chemisorbed to the surface.154,224 The tilted mode of Open(3) was
less stable than the parallel adsorption mode by 52 kJ mol−1. In spite of
this, tilted adsorption modes may become relevant in reactions where high
modifier concentrations are applied.225

Protonation of CD and MeOCD had a large effect on both adsorption
energies and relative stabilities of the conformers. The protonated CDH+ and
MeOCDH+ conformations adsorbed by about 20–50 kJ mol−1 less strongly
on the Pt(111) surface than the corresponding unprotonated species with
two exceptions. First, the adsorption of CDH+(Open5) was stronger than
the adsorption of the unprotonated species by 7 kJ mol−1. Therefore, the
Open(3) and Open(5) conformers of CDH+ were approximately equally stable
on the Pt(111) surface, as was also observed in the gas phase [VI]. The
Open(5) conformer of MeOCDH+ was more stable than Open(3) on Pt(111),
which was the case even in the gas phase (according to the electronic energies,
VI). Second, the adsorption of the protonated QA-Open(4) conformation was
stronger than the adsorption of the unprotonated species by 17–23 kJ mol−1.
Consequently, the QA-Open(4) conformation of CDH+ was more stable than
the second most stable conformer Open(3) by 20 kJ mol−1. Interestingly,
the closed conformations of CDH+ were less stable than Open(3) by 16–18
kJ mol−1. In other words, the closed conformations were greatly destabilized
with respect to the open conformations owing to the protonation. Among
the protonated MeOCDH+ conformations, QA-Open(4) was by far the most
stable on the surface, the other conformers being less stable by 60–70 kJ
mol−1. Open(3) and Open(4) were the least stable conformers of MeOCDH+

on Pt(111).
The above DFT results show that the conformational equilibria of ad-

sorbed CD and MeOCD differ significantly from each other whether the
modifiers are protonated or not. On general level, this provides a reason-
able explanation for the drastic change and even inversion of enantioselec-
tivity observed, for example, in the hydrogenation of PPD as the modifier
is changed from CD to MeOCD.75,76 However, similar change in the ee as a
function of modifier structure has not been observed in the hydrogenation of,
for example, α-keto esters such as EP, where the ee is very similar whether
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CD or MeOCD is used.69–72 Therefore, analyzing modifier conformations on
the metal surface is probably not enough to explain observed selectivities.
The reactant–modifier interactions have to be studied in detail to under-
stand the origins of stereodifferentiation on modified surfaces as well as the
alteration of stereoselectivity as a function of reactant and modifier structure.
It should also be noted that the liquid phase populations of the modifier con-
formations, which depend on whether the modifier is protonated or not, may
have an effect on which modifier conformations exist on the surface and to
which extent (and which conformation is the active one in stereodifferen-
tiation).226,227 Specifically, some conformers such as Open(3) and Open(4)
adsorbed on the surface cannot interconvert simply via conformational rear-
rangement around the C(4’)−C(9) and C(8)−C(9) bonds as on the contrary
can happen in vacuum or in solution (see Figure 2.2). In fact, the intercon-
version between those conformers requires a desorption–adsorption step of
the quinoline moiety:

Closed(1)
rotation


 Open(4)
desorption–adsorption


 Open(3)
rotation


 Closed(2) .

4.2.2 Reactant–modifier interactions

To better understand the crucial role of the C(9)−OH group of CD for
achieving high enantioselectivity in the hydrogenation of PPD,75,76 one-to-
one reactant–modifier interactions were addressed in detail [VI]. Interactions
of PPD and MP with the protonated modifiers CDH+ and MeOCDH+ were
studied by DFT and MM calculations. The Open(3), Open(5), QA-Open(3),
and QA-Open(4) conformations of the modifiers were considered. Instead,
the closed conformers were neglected because they cannot serve as an effi-
cient source of stereodifferentiation when adsorbed on the metal. This is due
to the orientation of the quinuclidine N towards the anchoring moiety.

Neither the isolated qa-open conformations nor the complexes between
them and the reactants were stable according to the DFT calculations; they
relaxed to some other structures during the geometry optimization calcula-
tions [VI]. For example, QA-Open(4) relaxed either to Open(4) or Open(3).
Therefore, the stability and other properties of the reactant–modifier(qa-
open) complexes could only be investigated in the presence of the surface.
However, studying systems consisting of the modifier, the reactant, and the
surface with DFT was challenging due to the huge demand of computer re-
sources. In VI, results based on MM calculations were reported for such
systems. However, computations on the Pt surface at the MM level should
be regarded only as indicative. The MM calculations did not take electronic
effects into account and did not allow, for instance, charge transfer between
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the charged adsorbate and the electrically neutral adsorbent. Chemisorption
and, consequently, rehybridization of the atoms of the adsorbates could not
be observed, either. Instead, the force fields are able to describe physisorp-
tion and steric constraints imposed by the surface. The MM calculations
thus gave valuable suggestions about possible molecular and supramolecu-
lar structures that could exist on the surface. Later, it was also possible
to investigate reactant–modifier interactions on large Pt clusters by DFT
computations.228,229

The C(9)−OH moiety of CD could obviously play an important role in
stereodifferentiation if it was involved directly in the hydrogen bonding in-
teraction between the reactant and the modifier. This interaction would lack
if the modifier was MeOCD, which could be the reason for the change of
stereoselectivity in the hydrogenation reaction. Of the one-to-one reactant–
modifier complexes studied in VI, the C(9)−OH moiety of CD took part
in the reactant–modifier interaction in the cyclic complexes where CDH+

adopted either the Open(3) or Open(5) conformation (Figure 3 in VI) and
in the complexes on Pt(111) where CDH+ adopted the QA-Open(3) or QA-
Open(4) conformation (Figure 5 in VI).

The Open(5) conformer of CDH+ was stated to be unimportant in stereo-
differentiation due to the thermodynamic instability and low reactivity of the
reactant–CDH+(Open5) complexes compared to the other complexes (Tables
1 and 3 inVI). When CDH+ adopted the Open(3) conformation, the isolated,
cyclic PPD–CDH+ complexes were approximately as stable as the bifurcated
ones (Table 1 in VI). Further, the keto carbonyl orbitals of PPD were of sim-
ilar stability in both cyclic and bifurcated PPD–CDH+(Open3) complexes.
Although the thermodynamic factor did not favor an excess formation of
either one of the enantiomeric (R)-PAC and (S )-PAC hydrogenation prod-
ucts, the keto carbonyl orbitals of PPD were clearly more stable in both cyclic
and bifurcated pro-R than pro-S complexes indicating a faster production of
(R)-PAC due to the kinetic factor.

The DFT calculations on isolated MP–CDH+(Open3) complexes showed
in turn that the cyclic complexes were less stable than the bifurcated ones by
5–6 kJ mol−1 (Table 3 in VI). On the other hand, the keto carbonyl orbital
stabilization was more pronounced in the cyclic complexes. This would in
principle lead to a higher hydrogenation rate of MP in the cyclic than in the
bifurcated complexes. However, as the thermodynamic and kinetic factors
favored an excess formation of (R)-methyl lactate from both bifurcated and
cyclic complexes by approximately the same amount, the ee did not depend
on the detailed geometry of the intermediate complex. As already noted in
Section 4.1, the MM calculations implied that the cyclic PPD–CDH+(Open3)
and MP–CDH+(Open3) complexes could not exist on the Pt(111) surface due
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to steric constraints. Thus, the results from the DFT and MM calculations
indicated together that the cyclic complexes were not important in the enan-
tioselective Pt-catalyzed hydrogenation of PPD and MP.

Even though the most favored interaction geometry for both the reactant–
CDH+ and reactant–MeOCDH+ complexes was the same (i.e., bifurcated
with the Open(3) conformation of the modifier), the thermodynamic and/or
kinetic factors that control the enantioselectivity were not of the same mag-
nitude in both cases, probably due to steric or electronic effects. The rel-
ative energies of the bifurcated PPD–CDH+(Open3) and PPD–MeOCDH+-
(Open3) complexes calculated by DFT revealed that the thermodynamic
factor favored an excess formation of (R)-PAC by about the same amount
(1–2 kJ mol−1) in the case of both modifiers (Tables 1 and 2 inVI). However,
the kinetic factor, that is, stabilization of the keto carbonyl orbitals of PPD
favored an excess formation of (R)-PAC by 52 kJ mol−1 in the case of CDH+

but only by 6 kJ mol−1 in the case of MeOCDH+. These results indicated
that the substitution of the OH moiety of CD with OMe decreased the enan-
tiomeric excess of (R)-PAC considerably. Thus, the calculations were well in
line with the experiments.75,76

The DFT computed complexation energies and stabilization of the keto
carbonyl orbitals of MP in the bifurcated MP–CDH+(Open3) and MP–
MeOCDH+(Open3) complexes indicated that the thermodynamic and ki-
netic factors favored an excess formation of (R)-methyl lactate by the same
amount (within 1 kJ mol−1) in the case of both modifiers (Tables 3 and 4
in VI). The MM calculations on isolated complexes and complexes on the
Pt surface supported these results. As the experimental ees are very similar
with CD and MeOCD,69–72 the computational results were again well in ac-
cord with the experimental ones. Summarizing, combination of the results
from the DFT and MM calculations led to a reasonable explanation for the
observed enantioselectivities in the hydrogenation of PPD and MP over Pt
catalyst modified by CD and MeOCD [VI].

The above discussion ignored the reactant–modifier complexes where the
modifiers adopted qa-open conformations. This is because these complexes
were not stable in the gas phase. Therefore, any information regarding their
thermodynamic stability or reactivity towards hydrogenation could not be
gained from the gas-phase DFT calculations. However, the MM calcula-
tions suggested that the reactant–modifier complexes were the most stable
on Pt(111) when the modifier adopted either one of the qa-open conforma-
tions (Tables 1–4 in VI). The adsorbed reactants were also able to interact
simultaneously with the protonated quinuclidine nitrogen and the functional
group at the C(9) position of the modifier.

These findings prompted us to investigate the role of qa-open conforma-
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tions in asymmetric induction in more detail. For this endeavor, reactant–
modifier interactions on the flat Pt(111) surface were studied by DFT com-
putations.228,229 PPD and protonated 10,11-dihydrocinchonidine (DHCDH+)
were chosen as the reactant and the modifier, respectively. The optimized
structures of the complexes are shown in Figure 4.8 and Figure 4.9. The mod-
ifier adopts the QA-Open(4) conformation in Figure 4.8, whereas it adopts
the Open(3) conformation in Figure 4.9. The titles of the structures describe
the adsorption geometry of PPD: the enantiotopic face of the chemisorbed
PPD exposed to the Pt surface (re or si yielding (R)-PAC and (S )-PAC upon
hydrogenation, respectively) and the conformation of the O=C−C=O moi-
ety of PPD (s-cis or s-trans). Structures with physisorbed PPD are denoted
accordingly.

The adsorption energies of the Open(3) and QA-Open(4) conformers on
Pt(111) were −153 and −181 kJ mol−1, respectively. These adsorption en-
ergies were about 35 kJ mol−1 more negative than found previously (Figure
2 in VI), probably due to the different clusters used to model the Pt sur-
face; a frozen Pt64 cluster was used here, whereas a relaxed Pt38 cluster was
employed in VI. However, the relative stabilities of the conformations of
DHCDH+ were about the same on both clusters—Open(3) was less stable
than QA-Open(4) by 26 kJ mol−1 on Pt38 and by 28 kJ mol−1 on Pt64.

Several different positions of PPD relative to DHCDH+ could be realized
on Pt(111). On one hand, the relative positions of the reactant and the
modifier were intrinsically constrained by the Pt(111) surface geometry but
on the other hand, the Pt surface enabled interaction geometries that were
not stable in the gas phase. In addition, PPD could be either chemisorbed
or physisorbed. The structures where PPD was physisorbed but interacted
with the modifier by a bifurcated hydrogen bond (see physisorbed pro-R and
pro-S at the bottom of Figure 4.9) were among the most unstable ones with
70 and 67 kJ mol−1 higher energies with respect to the most stable struc-
ture, re-(s-cis) in Figure 4.8. The structures where PPD adopted its most
stable adsorption modes (see Section 4.4) but where it was located far from
DHCDH+ were of similar (un)stability as the physisorbed structures (see the
second lowest row in Figure 4.9). The s-trans conformation of PPD resulted
in more stable structure than the s-cis conformation which is consistent with
the results of PPD adsorption presented in Section 4.4.

It is notable that the quinuclidine NH+ moiety of DHCDH+(Open3) was
located too far from the Pt(111) surface in order to form such bifurcated
complexes with PPD where at least one of the carbonyl moieties of PPD
would have been chemisorbed (and activated towards hydrogenation). A bi-
furcated hydrogen bond was feasible only when PPD was physisorbed. Cyclic
complexes as exemplified in Figure 4.2 were not stable on Pt(111). Instead, a
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re-(s-cis) re-(s-trans)

203224

si-(s-cis)
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Figure 4.8. BP86/SV(P)–MARI-J optimized structures of PPD and
DHCDH+(QA-Open4) on the Pt(111) surface. The titles of the structures
describe the adsorption mode of PPD. The surface was modeled with a frozen
Pt64 cluster with two atomic layers and total spin state of S = 5. The follow-
ing convergence criteria were used: 10−6 hartree for the SCF energy and 10−5

hartree for the total energy; maximum norm of Cartesian gradient up to 10−3

atomic units (bohr) for structure optimization. Energies (kJ mol−1) of the
systems, shown at the down right corner of each structure, are with respect
to the energy of the most stable system where PPD adopts the re-(s-cis)
adsorption mode. Some intermolecular distances (pm) are also given.

structure congruent with McBreen’s model was identified (upper left corner
in Figure 4.9). In this structure, denoted as re-(s-cis), the C1=O1 group of
PPD (i.e., the C=O group next to the phenyl ring) was chemisorbed and close
to an aromatic C−H hydrogen of the quinoline moiety, whereas the C2=O2
group formed a hydrogen bond to the quinuclidine NH+ above the surface.
The C2=O2 moiety was also close to another aromatic C−H. This structure
was actually the most stable one found between PPD and DHCDH+ adopt-
ing the Open(3) conformation. The corresponding si -face adsorption mode
si -(s-cis) (upper right corner in Figure 4.9) was less stable by 17 kJ mol−1,
presumably due to the lack of stabilizing interaction between the C1=O1
moiety of PPD and the modifier present in re-(s-cis).
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Figure 4.9. DFT optimized structures of PPD and DHCDH+(Open3) on
the Pt(111) surface. For computational details, see Figure 4.8. Energies (kJ
mol−1) of the systems, shown at the down right corner, are with respect to
the energy of the most stable system (see Figure 4.8). Some intermolecular
distances (pm) are also given.
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The above-mentioned “McBreen-like” re-(s-cis) structure was also more
stable than any of the s-trans structures where only one carbonyl oxygen
interacted with the modifier by hydrogen bonds (see the second uppermost
row in Figure 4.9). Interestingly, the chemisorbed s-trans conformation of
PPD was more stable than the s-cis conformation on unmodified Pt(111)
(see Section 4.4), but the stabilization gained from an extra hydrogen bond
between re-(s-cis) adsorbed PPD and the modifier was enough to overcome
the higher stability of the s-trans conformation. While the relative energies
of the structures in Figure 4.8 and Figure 4.9 have been discussed so far
on the basis of the number of attractive, stabilizing hydrogen bonds, those
energies are also affected by the detailed adsorption mode of PPD as well as
possible destabilizing (e.g., steric) interactions between the reactant and the
modifier.

In the two most stable DFT optimized structures between PPD and
DHCDH+(Open3), the C1=O1 group of PPD was chemisorbed by its re-face.
This result is compatible with the experimentally observed excess formation
of (R)-PAC over (S )-PAC from the hydrogenation of PPD over CD-modified
Pt catalysts, at least if the intrinsic hydrogenation rates of various adsorption
modes are assumed to be of similar magnitude. The same conclusion is made
on the basis of thermodynamic stabilities shown in Figure 4.8; the re-face
structures (top line) were more stable than the si -face structures (bottom
line). Figure 4.8 also shows that the QA-Open(4) conformation of DHCDH+

formed the most stable complex with PPD on Pt(111) [re-(s-cis)] and that
a bifurcated hydrogen bond existed between PPD and quinuclidine NH+ in
this complex. The corresponding re-(s-trans) structure was less stable by 25
kJ mol−1 because it was single hydrogen-bonded. The si -(s-cis) structures
were even less stable because either there existed only one hydrogen bond
between C=O and NH+ (the structure with relative energy of 36 kJ mol−1)
or the aromatic moieties of the molecules were too close to each other thus
causing repulsive steric interactions (the structure with relative energy of 56
kJ mol−1). The latter structure was destabilized further because the phenyl
moiety of PPD had not adopted its most stable adsorption mode bridge(30)
due to the constraints induced by the Pt(111) surface geometry.

Summarizing, the above DFT results on reactant–modifier interactions on
Pt(111) surface underpin the observations [VI] that the QA-Open(4) confor-
mations of cinchona alkaloids may have an important role in creating chiral
sites on catalytic Pt surfaces. In the two most stable reactant–modifier struc-
tures, PPD adopted the s-cis conformation and exposed its re-face to the
surface which is in line with the experimentally observed excess formation of
the (R) product enantiomer.
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4.3 Effect of solvent on stereoselectivity

As exemplified in Figure 2.1 and discussed in Section 2.1.3, solvent has a
crucial impact on the asymmetric hydrogenation of prochiral ketones, α-
diketones and α-keto esters over cinchona alkaloid modified platinum cata-
lysts (i.e., the Orito reaction). Choosing the appropriate solvent is highly
important when optimizing the performance of these catalytic systems. A
solvent has many different roles. For example, the adsorption properties of
cinchona alkaloids224,230,231 together with their ability to bestow chirality on
surfaces98,232 depend greatly on the nature of the solvent.233 Therefore, it is
usually very difficult to understand solvent effects completely. It has been
hypothesised that the trends observed in connection with solvent effects are
mostly related to the rotational conformation space available to the chiral
molecules due to the presence of several C−C single bonds.231,233 For ex-
ample, variations in solubility, adsorption, and catalytic performance seen
between the near-enantiomers CD and CN (which display opposite chirality
in C(8) and C(9) but the same chirality in the quinuclidine moiety) have
been suggested to be mostly a result of a somewhat more restricted rota-
tional conformational space for CN than for CD.233 Protonation of CD has
been shown to significantly restrict its rotational conformation space.226,234
At the same time, protonation severely affects the catalytic performance of
CD, however, depending on the reactant [I].66,96,235

The present-day mechanistic models cannot comprehensively explain the
dependence of the ee and the reaction rate on the solvent, particularly car-
boxylic acids. For example, the dependence of the ee on the solvent (toluene
vs acetic acid, see Figure 2.1) cannot solely be explained in terms of solvent
polarity. The dielectric constant is 2.4 for toluene and 6.2 for acetic acid at
20◦C, that is, these solvents do not differ that much in polarity. We tried to
extend the understanding of solvent effects by studying (i) reactant–modifier
interactions in the presence and absence of a solvent molecule [II], (ii) proton
affinities of various reactant molecules [III], and (iii) the effect of the solvent
on the conformational equilibrium of some modifiers [VIII].

4.3.1 Reactant–modifier interactions

Although the computational model used in II (bifurcated hydrogen-bonded
complexes and CDH+ adopting the Open(3) conformation) could not prop-
erly predict the enantioselectivity in the hydrogenation of MP and KPL in
toluene, it was still interesting to examine if the model could reproduce the
trend in the ee when changing the solvent from toluene to acetic acid (AcOH).
It was assumed that toluene as a non-polar and aprotic solvent does not
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bind to the positively charged reactant–modifier complexes in a way, for ex-
ample by hydrogen bonds, which could change the relative stabilities of the
diastereomeric complexes optimized in the gas phase [II]. To account for
the effect of AcOH on the properties of the complexes, one AcOH molecule
was placed near the reaction centre and the structures were fully optimized
without restrictions (Figure 3 in II). This procedure, however, did not consid-
erably change the relative stabilities of the pro-R and pro-S complexes or the
structure of the reactant (Table 1 in II). Only in the case of MP (Figure 4.10)
the presence of AcOH changed the stability order of the diastereomeric com-
plexes in the direction consistent with experiments—the pro-R complex was
slightly more stable with respect to the pro-S complex in AcOH than in
toluene. In addition, the presence of the AcOH molecule increased consider-
ably the stability of the keto carbonyl π orbitals of MP in the pro-R complex
with respect to that in the pro-S complex. This is a plausible explanation
for the increased ee of (R)-methyl lactate in AcOH.

Similar analysis did not hold so well for other reactants. Either the AcOH
molecule had practically no effect on the thermodynamic and kinetic factors
as in the case of KPL or the effect was to increase the enantioselectivity as
in the case of PPD. Experimentally, the ees of (R)-pantolactone and (R)-
PAC are smaller in AcOH than in toluene. These results implied that the
complexes used for PPD and KPL were not controlling enantiodifferentiation
or the relatively simple model was not sufficient for describing the effect
of the solvent on the experimental ee. Other reactant–modifier interaction
geometries should also be investigated using more solvent molecules around
the complexes and, preferably, in the presence of the Pt surface. This is a
challenging task for the future.

pro-R pro-S

Figure 4.10. Bifurcated MP–CDH+–AcOH complexes optimized at the
HF/6-31G* level of theory [II].
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4.3.2 Proton affinities

The thermodynamic proton affinity (PA) of a compound A is defined as the
negative of the enthalpy change, −∆rH

◦, for the following gas phase reaction
at standard conditions (usually at 298 K under pressure of 1 atm)

A + H+ −→ AH+ .

The absolute gas-phase basicity, expressed in terms of PA, is an intrinsic
property of individual molecules. In contrast, solution-phase basicities as
well as solvation reflect solvent effects because these properties belong to the
phase as a whole due to interactions between solute and solvent molecules.236
In order to understand solvent effects, it is essential to know the PAs of the
solute molecules under solvent-free conditions. PAs play an important role
in reactions involving protons, protonated and unprotonated molecules. To
the best of our knowledge, for most reactants frequently used in the Orito
reaction59,60 neither experimental nor theoretical PAs were available. The
main aim of our study [III] was to fill this gap in fundamental knowledge.

The PAs of the ketones, vicinal diketones, and α-keto esters shown in Fig-
ure 2.1 were evaluated theoretically using the conventional ab initio HF and
several post-HF methods (MP2, MP4, CCSD), DFT with the B3LYP hybrid
functional, as well as some ab initio model chemistries [CBS-4M, G2(MP2),
and G3(MP2)//B3LYP]. The PAs of these molecules varied between 750–890
kJ mol−1, depending on the molecule and the computational method (Table
3 in III). Some of the results are visualized in Figure 4.11. Previously re-
ported (experimental) PAs existed only for 2,3-butanedione, acetophenone,
and 2,2,2-trifluoroacetophenone.237 In the most stable protonated species,
the proton was bound to one of the carbonyl oxygens. The preferred site
depended on the molecule (Figure 1 and 2 in III): in MP and KPL the ester
carbonyl oxygen was protonated, whereas in ethyl benzoylformate and PPD
the keto carbonyl oxygen next to the phenyl group was protonated. These
phenomena could be understood in terms of resonance stabilization of the
resulting cations [III].

As expected, electron correlation had to be modeled very accurately in
order to get reliable PAs. It was also essential that the basis set used in
the calculations included polarization functions on all elements. Instead,
inclusion of diffuse functions in the hydrogen basis set had only a minor
effect on the PA. This is consistent with the fact that the evaluation of
the PAs did not include any calculations of species such as anions, highly
excited electronic states or loose supramolecular complexes where the diffuse
functions are necessary in basis sets.238 In most cases, the PAs evaluated
with the CCSD/6-311+G(d,p)//B3LYP/TZVP and G2(MP2) methods were
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Figure 4.11. Experimental and theoretical PAs of the ketones, vicinal di-
ketones, and α-keto esters studied in this work [III]. The PAs predicted by
the CCSD and G2(MP2) methods lie between those given by MP2 and DFT.
Generally, the PAs of the studied molecules differed from each other by about
the same amount irrespective of the computational method.

in good agreement with the existing experimental ones [III]. However, the
calculations underestimated the previously reported PA of 2,3-butanedione
by 10–15 kJ mol−1 [III].

While the CCSD and G2(MP2) theories gave highly accurate results,
they were computationally very expensive and, therefore, not practical for
studying larger molecules [III]. On the other hand, the CBS-4M, MP2, and
DFT methods were computationally much less demanding and could be ap-
plied to larger molecules, but they might suffer from inaccuracy. Neverthe-
less, the results showed that the CBS-4M, MP2, and DFT methods were
competitive with the expensive G2(MP2), MP4, and CCSD methods to as-
sess the PAs of the studied molecules. Specifically, very accurate PAs re-
sulted when they were evaluated as the average of the PAs calculated with
the B3LYP/TZVP//B3LYP/TZVP and the MP2/6-311+G(d,p)//B3LYP/-
TZVP models, called just ’DFT’ and ’MP2’ at the rest of this section (Table
6 in III). For this combination method, referred to as 1

2
(DFT + MP2) in

III, the mean absolute deviation (MAD) from the experimental PAs of 13
test molecules containing first- and second-row atoms was 4.0 kJ mol−1 (Ta-
ble 6 in III). For 9 molecules composed only of first-row atoms the MAD
was 2.5 kJ mol−1. The reason for the good performance of the combination
method was that its components ’DFT’ and ’MP2’ systematically over- and
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underestimated, respectively, the experimental / accurate theoretical PAs
by approximately the same amount. Therefore, it was suggested that if no
experimental or highly accurate theoretical data is available (due to the com-
putational cost), the PAs of similar compounds as investigated in this work
could be evaluated with the combination method. For the studied molecules,
this method gave the following PAs (in increasing order, in kJ mol−1): 2,3-
butanedione (788, exptl 802); 2,2,2-trifluoroacetophenone (798, exptl 799);
KPL (811); MP (813); PPD (825); acetophenone (862, exptl 861); ethyl
benzoylformate (865).

Under typical experimental conditions applied in heterogeneous enantio-
selective hydrogenation of activated ketones over Pt–cinchona catalysts, there
may be many sources of proton donors, for example, traces of water as an im-
purity in the aprotic solvent (e.g., toluene), the protic solvent (e.g., AcOH),
adsorbed hydrogen on Pt, or acidic sites of Al2O3 or SiO2 which are com-
monly used as support materials. As long as proton donors are available the
protonation of the quinuclidine N of CD is very likely due to its high PA (ca.
1000 kJ mol−1, I). The PA of CD is also higher than the PA of any of the
reactants by 130–200 kJ mol−1 (Table 4 in III), whereupon the protonation
of CD would be the thermodynamically most favored under reaction condi-
tions. Further protonation of the reactant molecules would probably lead to
a non-favorable reactant–modifier interaction due to the repulsion of positive
charges and, ultimately, to a reduced enantioselectivity (Scheme 3 in III).
The protonation of the reactant could be a contributing factor, for example,
for the decrease of the ee in EP hydrogenation observed in stronger acids
than trifluoroacetic acid.239

If the enantioselectivity of the hydrogenation reaction was influenced by
the PA of the reactant molecule, the ee could be expected to decrease in a
protic solvent as a function of increasing PA. For example, the change of the
solvent from toluene to AcOH should have the most detrimental effect on
the ee in ethyl benzoylformate hydrogenation, because ethyl benzoylformate
had the highest PA of the compounds studied. However, the ee was higher
in AcOH than in toluene (Figure 2.1). Thus, comparison of the PAs with the
experimental ees showed that the PAs alone cannot be utilized to rationalize
solvent effects. In the inherently complex asymmetric hydrogenation, many
other solvent dependent factors such as modifier conformation, adsorption
mode etc. may contribute simultaneously to the observed ee. Nevertheless,
the PAs play an important role in fundamental understanding of the solute–
solvent interactions and are required to explain solvation and solvent effects
in enantioselective hydrogenation as well.
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4.3.3 Modifier conformations

In order to better understand the solvent effects in heterogeneous enantio-
selective hydrogenation, the molecular structures and energies of MeOCD,
MeOCN, and the silyl O-ether derivatives TBDMSOCD and PDMSODHCD
were investigated in the gas phase, in chloroform (CHCl3), and in toluene
using DFT calculations at the B3LYP/T(ON)DZP level. The treatment of
solvation effects were carried out implicitly using the COSMO continuum
solvation model.219 Energy barriers for the interconversion of the conformers
were determined at the BP86/SV(P)–MARI-J level.

On the basis of the computational Gibbs energies at 25◦C and 1 bar,
Open(3) was the most stable conformation of both MeOCD and MeOCN in
the gas phase and in toluene (Table 3 in VIII). Closed(1) and Closed(2) were
the next most stable conformers. Open(4) and Open(5) were less stable than
the other conformers by 10–20 kJ mol−1 for all cinchona alkaloid O-ethers in-
vestigated and, consequently, their population was considered negligible. The
Closed(1), Closed(2), Open(4), and Open(5) conformations were stabilized
relative to Open(3) when going from the gas phase to toluene. According
to Boltzmann statistics, the populations of the Closed(1) and Open(3) con-
formers of MeOCN were about the same (Table 4.2). Instead, the population
of the Closed(1) conformer of MeOCD was about one-third of the population
of the Open(3) conformer. The results were in line with experiments.

Open(3) was the most populated conformer of TBDMSOCD in the gas
phase and in toluene and CHCl3 as far as the computational electronic en-
ergies and enthalpies were considered [VIII]. Deviation of the populations
based on Gibbs energies was already discussed in Section 4.2.1. The closed
conformers were stabilized relative to Open(3) when going from the gas phase
to solution, as was also observed for MeOCD and MeOCN. The small devia-
tions between the experimental and theoretical values may be attributed to
the inaccuracy of COSMO when treating the screening effects of nonpolar
solvents as discussed in VIII. Nevertheless, the computational results were
well supported by the experimental results.

The computational populations of the conformers for PDMSODHCD in
the gas phase were similar to those for TBDMSOCD (Table 4 in VIII).
However, the ees obtained in the hydrogenation of PPD over the catalyst
modified by these modifiers were different. This example indicates that the
conformational behavior of cinchona alkaloid O-ethers in the gas phase and
in solution cannot explain their different behavior as chiral modifiers.
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Table 4.2. The ees (%) observed in the hydrogenation of PPD in toluene
over Pt catalysts using cinchona alkaloid O-ethers as chiral modifiers, and
populations (%) of some conformers of these modifiers in toluene estimated
from DFT computed Gibbs energies and NMR data (in parenthesis if avail-
able, cf. Tables 1–4 in VIII).a

Modifier eeb Closed(1) Closed(2) Open(3)
MeOCD 10 (S ) 22 (15)c 16 (29) 60 (56)
PhOCD 28 (S ) n.a.d (9) n.a.d (33) n.a.d (58)
TBDMSOCD 27 (S ) 22e (29) 21e (29) 57e (42)
PDMSODHCD 1 (S )f 17g (10)h 11g (48)h 73g (42)h
MeOCN 32 (R) 46 3 51
a Populations of the Open(4) and Open(5) conformers were close to zero by the DFT
calculations. b Taken from ref 74. Configuration of the major product enantiomer
is given in parenthesis. c Populations of the conformers as studied by 1H NMR are
given in parenthesis. d Computational results not available.
e Estimated from computational enthalpies.
f Data for hydrogenation over Pt catalyst modified by O-(allyldimethylsilyl)cincho-
nidine which is converted rapidly to PDMSODHCD under hydrogenation conditions.
g Estimated from gas-phase electronic energies. h Population in CDCl3.

DFT studies on the interconversion between the Closed(1) and Closed(2)
conformations as well as between Open(3) and Open(4) (i.e., rotation around
the C(4’)−C(9) bond) showed that the bulkiness of the substituent had a
large influence on rotational barriers (Figures 6 and 7 in VIII). The energy
barrier for the interconversion between Closed(1) and Closed(2) decreased in
the following order, where the height of the lowest barrier is given in paren-
thesis: TBDMSOCD (55 kJ mol−1) > MeOCD (39 kJ mol−1) > PhOCD
(30 kJ mol−1). Therefore, rotation around the C(4’)−C(9) bond was less
hindered for PhOCD than for MeOCD, most likely due to the flat geometry
of the phenyl ring. The coalescence points in the NMR spectra decreased
in the same order as the computational interconversion barriers. The DFT
results were thus in good agreement with the NMR data. The energy bar-
riers were somewhat higher for the Open(3)↔Open(4) interconversion com-
pared to the Closed(1)↔Closed(2) interconversion, but the order remained
the same (cf. above). The energy barriers for Closed(2)↔Open(3) intercon-
versions of MeOCD (i.e., rotation around the C(8)−C(9) bond) were 3 and
11 kJ mol−1 for the forward and reverse process, respectively. These results
were in line with the fact that it was not possible to separate the NMR signals
of the Closed(2) and Open(3) conformers even at low temperature.
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As the modification of the cinchona alkaloid structure induced changes in
the conformational equilibria, it was investigated whether the enantioselec-
tivity over the cinchona alkaloid O-ether modified metal catalysts correlates
with the population of Open(3) or any other conformation in the solution
phase. As a result of adsorption–desorption processes of the modifier, the
conformational equilibria in solution could provide information on the distri-
bution of the adsorbed species. The results presented inVIII (and Table 4.2)
demonstrated, however, that direct correlation between the solution phase
populations of the conformers and the enantioselectivities in PPD hydro-
genation could not be established. Similarly, Vargas et al.240 showed that
the inversion in the sense of enantioselectivity, connected with the change
of the modifier from CD to PhOCD in the Pt-catalyzed hydrogenation of
KPL, could not be traced to the conformational behavior of the modifiers
in the solution phase. Therefore, it seems that the adsorption behavior of
the modifier has an important role in enantiodifferentiation. Particularly,
the modifier may change its conformation upon adsorption onto the metal
surface, and the population of a certain conformer on the metal surface is not
necessarily correlated with the population in the solution phase. Adsorption
and conformational behavior of the modifiers on the catalyst surface have to
be emphasized more in future investigations.

4.4 Origin of regioselectivity

Complex organic molecules have normally more than one reactive site or
functional group. The degree of difficulty of discriminating between reactive
sites depends on the similarity of the functional groups. Discrimination is
simpler if the functional groups belong to two different classes, such as C=O
and C=C, than if they are members of the same class, such as two differ-
ent C=O groups in the same molecule.241 In most reactions, the functional
groups in a molecule have different reactivity, at least to some extent.241
The complete simulation of chemical reactivity processes requires a descrip-
tion of reaction pathways and associated transition states.242 In this picture,
selectivity arises from the competition between different pathways.

The hydrogenation of PPD over cinchona-modified Pt catalysts exhibits
regioselectivity in addition to stereoselectivity (Figure 4.12): 1-hydroxy-1-
phenyl-2-propanones (1-OH products) from the hydrogenation of the C1=O1
group adjacent to the phenyl ring were formed in excess with respect to 2-
hydroxy-1-phenyl-1-propanones (2-OH products) from the hydrogenation of
the C2=O2 group next to the methyl group.243 Regioselectivity (rs) in this
context is understood as the preferable reduction of one of the two carbonyl
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groups and is defined as rs = [1-OH]/[2-OH]. In the absence of the modi-
fier, rs was around 4 in the hydrogenation of PPD over Pt/Al2O3 catalyst.
Regioselectivity increased with increasing modifier (CD) concentration to a
maximum of 10 around a 1:1 CD/Ptsurf ratio, after which it gradually started
to decrease.243 Regioselectivity in the hydrogenation of PPD has been specu-
lated to originate from the fact that the C1=O1 bond of the isolated molecule
is longer and, thus, weaker than the C2=O2 bond.243 However, this alone
cannot explain why regioselectivity increased in the presence of the modifier.
Interestingly, in the hydrogenation of 2,3-hexanedione over CD-modified Pt
catalyst, equal amounts of both regioisomeric products were obtained and no
regioselectivity was observed (Figure 4.12).244

Figure 4.12. Regioselectivity is observed in the Pt-catalyzed hydrogena-
tion of PPD (above) where 1-OH products are formed in excess.243 Instead,
hydrogenation of 2,3-hexanedione over Pt catalysts is not regioselective (be-
low).244 Numbering of the carbonyl groups follows ref V.

The main hydrogenation product of PPD, (R)-PAC, is an important in-
termediate in pharmaceutical synthesis, particularly in the production of
ephedrine derivatives.245 Keeping in mind the industrial applications, it is
important to maximize both the enantioselectivity and the regioselectivity
of the desired product. Therefore, although the main focus may often be
on enantioselectivity, regioselectivity should not be neglected. In this work,
adsorption of PPD and 2,3-hexanedione on the Pt(111) surface was studied
by DFT to get further clues on the origins of regioselectivity [V].

Several adsorption geometries of the molecules were considered. They
varied with respect to (i) the conformation of the O=C−C=O system (s-cis
or s-trans), (ii) the adsorption mode of the phenyl moiety of PPD [bridge(30)
or hollow-hcp(0)], and (iii) the adsorption mode of the C=O moiety (η1 or
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η2), as discussed in V. As in the case of acetone and acetophenone, the η2

adsorption mode of the carbonyl moiety was considered the activated species
towards hydrogenation due to rehybridization of the carbonyl carbon and
increased C=O bond distance.146 The role of the η2 mode as the key reac-
tion intermediate was corroborated by recent studies.172,246 The geometry of
the η1 adsorption mode was very similar to the geometry in the gas phase
and, thus, the η1 adsorption mode was considered a spectator species in hy-
drogenation.146 However, it was also proposed that there exists a so-called
µ2(C1,O) enolate species of acetone on Pt(111) besides the η1 adsorbed ace-
tone247 suggesting that enol and enolate species are present on the Pt surface
during hydrogenation of ketones for which keto–enol isomerization is possi-
ble. Nevertheless, deuterium labelling experiments showed that there was a
direct addition of two deuterium atoms across the C=O double bond over
Pt,109 whereas over Pd the main product forming route was via the enol and
C=C double bond hydrogenation.248 The main hydrogenation route of PPD
over Pd and Pt did not proceed via an enol form.249 C1=O1 could not even
form an enol tautomer via α-hydrogen abstraction because there is no such
hydrogen. In V we thus concentrated on the comparison between the η2

C1=O1
and η2

C2=O2 adsorption modes where the carbonyl groups were activated.
The s-trans η2

C1=O1 mode was the most stable adsorption mode of PPD
on the Pt(111) surface with an adsorption energy ∆Eads of −169 kJ mol−1

(Table 1 in V). In s-trans η2
C1=O1, the C1=O1 moiety was chemisorbed to the

Pt surface via oxygen and carbon. The C1=O1 bond distance was increased
to 133 pm from 123 pm in the isolated molecule, and the C1 carbon was
rehybridized from sp2 to nearly sp3. In addition, the phenyl moiety adopted
the bridge(30) adsorption mode. Bridge(30) was the most stable adsorption
mode of benzene on Pt(111) at low coverage followed by hollow-hcp(0).217
In the s-trans η2

C2=O2 adsorption mode with ∆Eads = −111 kJ mol−1, the
phenyl moiety adopted the bridge(0) site with some distortion (Figure 4.13).
For comparison, ∆Eads of the s-trans η1

O1 mode (Figure 6 in V) was only
−19 kJ mol−1, indicating a negligible presence of this mode on Pt(111), at
least at low coverage.

Unlike in the gas phase, PPD could adopt the s-cis conformer on the
Pt(111) surface (Figure 4.13). However, the repulsive interaction between
the two oxygens in this conformation led to destabilization with respect to
the s-trans conformation. This was marked by smaller adsorption energies
in the case of the s-cis structures (Table 1 in V). For example, the s-cis
η2
C1=O1 adsorption mode had an adsorption energy of −135 kJ mol−1. It is
less negative than ∆Eads for the s-trans η2

C1=O1 mode by 34 kJ mol−1, which
is actually very close to the energy difference between the isolated s-cis and
s-trans conformations of PPD (Figure 4.3). The adsorption energy of the
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s-trans 2
C2=O2

s-cis 2
C1=O1 s-cis 2

C2=O2

s-trans 2
C1=O1

Figure 4.13. The η2
C=O adsorption modes of PPD considered as active

species in the hydrogenation of the carbonyl group [V].

s-cis η2
C2=O2 mode was only −38 kJ mol−1 because the phenyl ring was not

chemisorbed. Similarly, ∆Eads of the s-cis η1
O1,O2 mode (Figure 6 in V) was

only −3 kJ mol−1, indicating again a negligible presence of the η1 modes on
Pt(111). ∆Eads of the most stable spectator species of PPD, namely s-trans
bridge(30), was −129 kJ mol−1. Thus, it was less stable than the s-trans
η2
C1=O1 and s-cis η2

C1=O1 modes.
The adsorption energies of the η2

C=O adsorption modes of 2,3-hexanedione
varied between −33 and −36 kJ mol−1 for the s-trans conformations and be-
tween −38 and −39 kJ mol−1 for the s-cis conformations. Hence, the latter
adsorption energies were equal to ∆Eads of the s-cis η2

C2=O2 mode of PPD
having the phenyl ring not chemisorbed to the surface. The slightly stronger
adsorption of the s-cis conformations of 2,3-hexanedione was probably due
to a stabilizing interaction between the non-activated C=O group and the Pt
surface, not present in the adsorption modes of the s-trans conformation (Fig-
ure 7 in V). This interaction energy apparently overcame the destabilizing
effect of two adjacent oxygens repelling each other in the s-cis conforma-
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tions. Spectator species (i.e., η1-adsorption modes of 2,3-hexanedione) were
not considered.

Vargas et al.146 suggested that the probable reason for the higher hy-
drogenation rate of trifluoroacetone compared with acetone on Pt(111) was
the increased proportion between activated species (η2) and spectator species
(η1). Applying a similar analysis to the hydrogenation of PPD would mean
that the relative rates for the formation of 1-OH and 2-OH products depend
on the relative populations of the η2

C1=O1 and η2
C2=O2 adsorption modes. As

the adsorption of the η2
C1=O1 modes of PPD was stronger than the adsorp-

tion of the η2
C2=O2 modes, the population of the η2

C1=O1 modes was higher
on Pt(111), leading ultimately to regioselectivity. This analysis presumed of
course that the hydrogenation rates of C1=O1 and C2=O2 were of the same
order of magnitude. However, this should be a reasonable assumption.243

The DFT study of the adsorption of 2,3-hexanedione provided also a
reasonable explanation for its hydrogenation not being regioselective. The
adsorption energies of the s-cis and s-trans conformations of the η2

C1=O1
and η2

C2=O2 adsorption modes were practically equal suggesting that equal
amounts of species activated at C1=O1 and C2=O2 existed on the Pt sur-
face. Therefore, neither of the hydrogenation products 2-hydroxy-3-hexanone
or 3-hydroxy-2-hexanone was formed in excess. This reasoning is also in
accordance with the experimental findings thus supporting the conclusions
made for PPD.

The reason for the increased regioselectivity observed in the hydrogena-
tion of PPD in the presence of a modifier is not clear but the phenomenon
might be explained as follows. As was shown in this work (see, e.g., Fig-
ure 4.8 and Figure 4.9), the reactant–modifier complexes were more stable
when PPD adopted the s-cis rather than the s-trans conformation. Thus,
the thermodynamic stabilities of the s-cis η2

C1=O1 and s-cis η2
C2=O2 adsorption

modes should be considered in the case of modified hydrogenation. Accord-
ing to the results, proportional coverage of the η2

C1=O1 mode with respect
to the η2

C2=O2 was higher when PPD adopted the s-cis conformation rather
than the s-trans conformation [V]. This would indicate a higher regioselec-
tivity in the modified hydrogenation. Although a proper explanation for the
increase of regioselectivity in the PPD hydrogenation on a modified surface
would require an explicit consideration of reactant–modifier interactions on
the Pt surface and a complete simulation of the elementary hydrogenation
steps, the regioselectivity in the unmodified hydrogenation of PPD and 2,3-
hexanedione could well be explained by the interactions between the reactant
and the metal surface.
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4.5 Metal particle size effects

Catalysis by metal particles dispersed on support materials is an important
method to produce vast variety of organic chemicals. The properties (rate
etc.) of many catalytic reactions depend substantially on the size and shape
of the supported metal particles;250–252 these reactions are classified as struc-
ture sensitive, whereas the others are structure insensitive. The catalytic
activity of the metal can be enhanced through the formation of very small
particles with the diameter ranging from 1 to 10 nm. The nanosized parti-
cles have large surface-to-volume area (i.e., high dispersion) and an increased
number of edges, corners, and faces leading to changes in electronic struc-
ture and variations in catalytic activity and selectivity.252,253 The properties
of particles with nanodimensions are between those of atoms and the bulk
material.

A well-known example of the importance of size effect is gold, which was
thought to be catalytically inert until the 1980s, when nanosized gold parti-
cles were found to be active in CO oxidation even at low temperatures.254,255
The activity was lost with increasing particle size. The effect of particle size
on catalytic properties has also been reported for other metals.256 For ex-
ample, the hydrogenation rate of ethene attained a maximum value on Pt
particles with a diameter of ca. 0.6 nm,257 and the adsorption energy of oxy-
gen depended significantly on the Pt cluster size.258,259 Further, experimental
data for enantioselective hydrogenation of PPD demonstrated that kinetic
regularities (e.g., activity, regio- and enantioselectivity) over nanometer-size
metal particles were sensitive to the size of the particles.260

Different explanations have been proposed to rationalize the metal par-
ticle size effects. For example, the altered reaction rate for nm-size particles
was related to changes in the ratio between different surface faces exhibit-
ing different intrinsic kinetics.261 For reactions involving complex organic
molecules that require multicentered adsorption, not only this ratio but also
the size of a particle face per se could be a parameter influencing the rates. In
order to better understand why size matters in heterogeneous catalysis, the
adsorption of ethene, acetone, and benzene on the Pt(111) surface was stud-
ied by DFT [VII]. The most stable adsorption modes and modes thought to
be active in hydrogenation were considered (Figure 2 in VII). Eight different
clusters with 19–38 Pt atoms, two or three atomic layers, and dimensions of
0.7 × 0.8 nm2 to 1.1 × 1.4 nm2 were employed to model the Pt(111) surface
(Figure 1 in VII). For comparison, the Pt(111) surface was also modeled
with two and three layer thick periodic slabs.

In most cases, adsorption geometries of the molecules depended only
slightly on the surface model (cluster vs slab) and on the computational
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details like basis sets [VII]. Instead, the adsorption energies depended promi-
nently on the cluster size and the number of atomic layers both in clusters
and slabs [VII]. For instance, the adsorption energy of η1 adsorbed acetone
varied from −39 kJ mol−1 on the Pt38 cluster to −60 kJ mol−1 on Pt22 and
the adsorption strength decreased quite steadily with increasing cluster size
(Figure 4.14). The role of cluster thickness in the η1 adsorption was relatively
small—the adsorption energies on Pt22 with two Pt layers and on Pt35 with
three layers were quite close to each other. The adsorption energies from
the slab calculations, −65 and −43 kJ mol−1 for the adsorption on the two
and three layer thick slabs, respectively, were close to those from the cluster
calculations. Interestingly, the adsorption energy of the η2 mode depended
more strongly on the cluster size than the adsorption energy of the η1 mode.
Adsorption through the η2 mode was particularly weak on Pt38 and the three
layer thick Pt35 cluster. The adsorption energies of the η2 mode from the
slab calculations were similar to those from cluster calculations using small
clusters. The calculated adsorption energies were close to the experimental
and previous theoretical values (for further details, see VII).
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Figure 4.14. Absolute values for the adsorption energies of η1 and η2 ad-
sorbed acetone as a function of Pt cluster size. The abscissa represents the
total number of atoms (N ) in the two layer thick Pt clusters (Tables 4 and
6 in VII); 2-l and 3-l represent two and three layer thick slabs, respectively
(Tables 5 and 7 in VII). Top and side views of the adsorption modes η1

(above) and η2 (below) are also shown.

Relaxation of the central Pt atoms of the clusters (i.e., letting their coordi-
nates optimize without any constraints) did not explain the size dependence
of the adsorption energy. For example, although the adsorption of ethene
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was weaker on frozen than on relaxed clusters by 20–40 kJ mol−1, adsorption
energies varied in a similar manner as the function of cluster size whether
the clusters were relaxed or frozen (Table 1 in VII). The adsorption energy
was independent of the number of relaxed cluster atoms as evidenced by a
detailed decomposition analysis of the adsorption energy (Table 1 in VII).
Interestingly, the adsorption energy of ethene on the three layer thick Pt35

cluster with 4 relaxed atoms was closer to the adsorption energy on Pt38 (9
relaxed atoms) than on Pt22 (4 relaxed atoms). In addition, possible corre-
lation between the basis set superposition error (BSSE) and cluster size was
searched. BSSE is an error in the interaction energy due to the finite basis
set (see Appendix C). In the case of ethene adsorption, the BSSE was around
30 kJ mol−1 for all clusters with the functionals employed (Table 3 in VII).
Therefore, the size effects were not due to the BSSE. The above-mentioned
facts implied that the observed dependence of the adsorption energy on clus-
ter size was indeed due to the cluster size (and shape) rather than some
computational artifacts.

To account for the observed cluster size effects, the d -band center of the
surface metal atoms was investigated. The d -band center has been shown
to be a good descriptor of the catalytic reactivity of transition metal sur-
faces.262,263 For example, it was proposed to be an important parameter in
determining the strength of adsorption of ethene on the metal surface;264
ethene was found to bind more strongly on surfaces, where the d -band cen-
ter was closer to the Fermi level, and the activation barrier for the C−H
bond cleavage was found to correlate with the position of the d -band cen-
ter of the Pd atoms. According to our calculations (Table 11 in VII), the
d -band center was almost independent of the cluster size. Accordingly, no
correlation between the d -band center and the adsorption energy was found.
Perhaps the variation in the cluster size was too small to be seen in the en-
ergy of the d -band center. It is also noted that only the Pt(111) surface was
investigated here, whereas the aforementioned correlation is usually found
for different transition metals and their different surfaces.

Although relation between catalyst particle size and catalytic activity was
not explicitly studied in VII, the above theoretical results implied a connec-
tion between them. First, this could be due to the Brønsted–Evans–Polanyi
(BEP) relationship265 which relates the reaction energy and the activation
energy (along with the reaction rate) as253

δEactivation = α · δEreaction (0 < α < 1) .

If the reaction energy is a function of cluster size so is the rate. Second, the
ratio of the adsorption energies of the η2 and η1 adsorption modes of acetone
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was observed to vary as a function of cluster size (Figure 4.14). This suggests
different proportions of active (η2) and spectator (η1) species on the catalyst
surface and, thus, different reaction (e.g., hydrogenation) rates on catalyst
particles of different size. For instance, an experimentally observed 400-fold
enhancement in the turnover frequency of acetone hydrogenation on Pt was
attributed to the presence of sites favoring the η2 mode of acetone.266

4.6 Origin of asymmetric induction over un-
modified Pt catalysts

The studies thus far have tried to elucidate the origins of stereodifferentiation
in the hydrogenation of C=O bonds over chirally modified Pt catalysts. The
reactants have mostly been prochiral vicinal diketones and α-keto esters.
This section will discuss asymmetric induction in the hydrogenation of chiral
α-hydroxyketones over unmodified, achiral Pt catalysts. Such kinds of dia-
stereoselective heterogeneously catalyzed hydrogenations of prochiral double
bonds have received relatively little attention,267–269 presumably because high
diastereoselectivities are commonly obtained by hydrogenation with homo-
geneous chiral metal catalysts.

As stated in Section 2.2, the origin of stereoselectivity in the hydrogena-
tion of a chiral molecule over achiral Pt catalyst is based on the chirality of the
molecule itself. Qualitatively, a stereogenic center in the molecule influences
the mode of adsorption of the molecule on the catalyst surface;268 adsorption
takes place via the less hindered diastereotopic face of the molecule, where-
upon the addition of hydrogen atoms from the catalyst surface to the ad-
sorbed molecule leads to diastereoselectivity. Hence, the resulting diastereo-
selectivity depends crucially on the steric arrangement and conformational
properties of the reactive molecule. The presence of a bulky substituent or
polar group in the molecule is indispensable for directing the adsorption on
the metal surface and obtaining a high diastereomeric excess (de). Most
of the substrates reported to date also have a certain backbone rigidity,270
which limits their conformational degrees of freedom. For example, rigid ring
structures, which can adsorb on the metal surface of a heterogeneous cata-
lyst through only one of their diastereotopic faces, usually give higher des.268
The de is also influenced by the catalytically active metal, the support, the
solvent, and reaction conditions.

To further elucidate the mechanism of PPD hydrogenation over chirally
modified Pt catalysts and the origins of asymmetric induction in heteroge-
neous catalysis in general, the hydrogenation of (R)-PAC over cinchonidine-
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modified and unmodified Pt/Al2O3 was studied [IX]. Furthermore, hydro-
genation of two other chiral α-hydroxyketones, (R)-2-hydroxycyclohexanone
[(R)-adipoin] and (R)-3-hydroxybutanone [(R)-acetoin], were studied. These
three compounds yield different des upon hydrogenation over Pt/Al2O3 which
gives a good opportunity to assess the validity of a theoretical model in the
determination of the de (Figure 4.15). Theoretical aspects of stereoselectivity
in the hydrogenation of chiral α-hydroxyketones over Pt–cinchona catalysts
were studied already in IV. However, in that study the reactant–modifier
interactions were investigated, whereas computational modeling of the ac-
tual hydrogenation over modified catalyst was not feasible due to the large
size of the system. The unmodified system is computationally less demand-
ing, whereupon it was possible to examine whole reaction paths for (R)-PAC
hydrogenation and get more information about the mechanism of stereodif-
ferentiation.
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Figure 4.15. Hydrogenation of (R)-PAC, (R)-adipoin, and (R)-acetoin
over Pt/Al2O3 yields different proportions of the diastereomeric products
[IX].271,272

Hydrogenation of (R)-PAC produces two diastereomers, (1R,2S )-1-phen-
yl-1,2-propanediol and (1R,2R)-1-phenyl-1,2-propanediol, called (1R,2S )-diol
and (1R,2R)-diol henceforward. When (R)-PAC was hydrogenated over the
unmodified Pt/Al2O3 catalyst in toluene, significant diastereoselectivity was
reached; the (1R,2S )-diol was formed in excess over the (1R,2R)-diol with
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the de† of 49% (Figure 2 and Table 1 in IX). When CD was introduced into
the reaction milieu, the de increased to 60%.

(R)-PAC is a conformationally flexible molecule as indicated by the low
energy barriers for the rotations around its single bonds [IV]. Therefore,
in qualitative terms, it is difficult to guess which diastereotopic face, re or
si yielding (1R,2R)- and (1R,2S )-diols upon hydrogenation, respectively, is
more easily exposed to the metal surface. Especially, any quantitative value
for the de would be inaccessible. Basically, stereoselectivity originates from
thermodynamic and kinetic factors, that is, relative thermodynamic stabili-
ties of the diastereomeric adsorption modes and the difference in the reaction
rate of those species. The inherently unequal thermodynamic stabilities of
the product diastereomers may also contribute to the stereoselectivity. As
the first step to rationalize the observed de the thermodynamic stabilities of
the diastereomeric gas-phase products were determined by DFT. According
to the calculations, (1R,2R)-diol was more stable than (1R,2S )-diol by 3 kJ
mol−1 [IX]. This result implied an excess formation of (1R,2R)-diol assuming
that the reaction was under thermodynamic control (i.e., product composi-
tion governed by the equilibrium thermodynamics) and that the difference
between the total electronic energies of the diastereomers corresponded to the
difference between their Gibbs energies. However, predominant formation of
(1R,2S )-diol was observed in the experiments.

As the second step, adsorption of (R)-PAC on the Pt(111) surface was
investigated. Complete characterization of the adsorption of such a complex
molecule as (R)-PAC required considering many subtleties, which will be
passed here but can be found in IX. The most stable adsorption modes of
(R)-PAC were expected to have a bridge(30) adsorbed phenyl ring just as
in the case of PPD adsorption [V]. Therefore, such modes were focused on.
About 30 different adsorption modes of (R)-PAC were identified. In the
two thermodynamically most stable modes (Figure 4.16), the C−OH bond
was nearly parallel to the Pt surface, synperiplanar relative to the carbonyl
group adsorbed by its re-face and antiperiplanar relative to the carbonyl
group adsorbed by its si -face. The adsorption energies of the re-(s-cis)-πS
and si-(s-trans,180)-πS adsorption modes were of similar magnitude but their
absolute as well as relative values depended on the cluster used to model the
Pt(111) surface [IX]. However, the choice of the cluster did not affect the
conclusions about diastereoselectivity of the hydrogenation reaction [IX].

As the third step to reveal the origins of diastereodifferentiation, full po-
tential energy profiles including transition states and stable intermediates
were determined for various hydrogenation pathways by DFT. The hydro-
† Diastereomeric excess is defined here as
de(%) = 100× ([1R, 2S]− [1R, 2R])/([1R, 2S] + [1R, 2R]).
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re-(s-cis)- S

si-(s-trans,180)- S

Figure 4.16. Top and side views of the DFT optimized, most stable re- and
si -face adsorption modes of (R)-PAC on the (111) surface of a Pt38 cluster
[IX].

genation mechanism of the C=O double bond on the Pt surface has com-
monly been thought to involve a series of surface catalyzed hydrogen addition
steps (i.e., stepwise addition mechanism) and is known as the Horiuti–Polanyi
mechanism.273 In one pathway a hydroxyalkyl species is formed by adding
the first hydrogen atom to the carbonyl oxygen, whereas in the other pathway
the carbonyl carbon atom is attacked by the first hydrogen atom, forming
an alkoxy species (Scheme 3 in IX). The second hydrogenation step leads
to the product alcohol in both cases. Kinetic studies of the hydrogenation
of simple ketones have suggested that either the first or the second H addi-
tion is the rate-determining step, depending on the catalyst and the reaction
conditions.266,274,275 In addition to these pathways, a pairwise addition mech-
anism, where both hydrogen atoms attack the C=O moiety simultaneously
(Scheme 3 in IX), was studied in this work. To the best of our knowledge,
this mechanism had not been investigated computationally before. However,
the pairwise addition mechanism had been proposed for the hydrogenation
of ketones276,277 as well as of benzene and ethylbenzene.278,279 In addition, it
was recently demonstrated by NMR spectroscopy that hydrogen addition to
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an alkene on supported metal catalysts occurs pairwise to some extent.280
According to the DFT calculations, all mechanisms considered for (R)-

PAC hydrogenation on Pt(111) led to the diastereomeric excess of (1R,2S )-
diol [IX]. The diastereodifferentiation was a result of both thermodynamic
and kinetic factors. The adsorption of (R)-PAC with coadsorbed hydrogen
was more stable through the si -face than through the re-face. In addition,
the activation barriers for hydrogen addition to the si -face were nearly equal
to or lower than the activation barriers for hydrogen addition to the re-
face. The hydroxyalkyl hydrogenation route, where a hydrogen atom attacks
the carbonyl oxygen first, had a high, over 100 kJ mol−1 activation energy
barrier for the second hydrogen attack (Figure 4 in IX). Therefore, the ther-
modynamically quite stable hydroxyalkyl intermediate was more likely to be
decomposed into (R)-PAC and hydrogen than to be hydrogenated further to
the product diol. The alkoxy hydrogenation route was associated with a high,
∼100 kJ mol−1 activation barrier for the first reaction step, the formation of
the C−H bond. The alkoxy intermediate was thermodynamically very un-
stable and had a low, 1–6 kJ mol−1 barrier for the backward dehydrogenation
step. In addition, the reaction energy for the formation of the alkoxy inter-
mediate was close to the desorption energy of (R)-PAC. Therefore, formation
of the alkoxy intermediate was unlikely. The pairwise hydrogenation route,
where two hydrogen atoms attacked the decoordinated carbonyl carbon and
oxygen atoms simultaneously, was found to have a moderate, ∼50 kJ mol−1

activation barrier for the hydrogen addition step (Figure 4.17). Therefore,
it corresponded to the minimum energy pathway from the adsorbed reac-
tants to the adsorbed products and was proposed to be the main mechanism
for (R)-PAC hydrogenation on Pt(111). Interestingly, the activation energy
barriers were lower for hydrogen attacks that took place at the C=O moi-
eties partially decoordinated from the surface rather than chemisorbed to
the surface via the η2 mode. Formation of the C−H bonds was endothermic,
whereas formation of the O−H bonds was exothermic.

Hydrogenation of (R)-acetoin and (R)-adipoin was studied using a sim-
ilar strategy as was applied for (R)-PAC hydrogenation. However, because
searching for transition states was computationally very demanding, only sta-
ble species of the hydrogenation reaction were considered. The stability dif-
ference between the corresponding si - and re-face adsorbed species (e.g., hy-
droxyalkyl intermediates) in favor of the si -face species was less pronounced
for (R)-adipoin than for (R)-PAC (Figure 7 in IX). This suggested that the
de of (R,S )-diol (meso-diol) from (R)-adipoin hydrogenation was lower than
the de of (1R,2S )-diol from (R)-PAC hydrogenation, which was in line with
the experiments.272 The re- and si -face adsorbed reactants and hydroxyalkyl
intermediates of (R)-acetoin were almost equally stable, whereas the alkoxy
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(R)-PAC (C)         Coadsorption state1 (D)     Coads. state2 (E)            TSs1 (F)            Coads. state3 (G)       Coads. state4 (H)

TSs2 (I)

Precursor state (J)

TSh (K)

(1R,2R)-diol (L)

Figure 4.17. DFT computed potential energy profile for the hydrogena-
tion of (R)-PAC on Pt(111) through pairwise mechanism [IX]. Represented
are both re-face addition (dashed line) and si -face addition (solid line) lead-
ing to (1R,2R)- and (1R,2S )-diols, respectively. Side views of the reaction
intermediates and transition states (TS) are shown for the re-face addition.
Attacking hydrogen atoms are colored yellow.

intermediates and the precursor states of the pairwise addition mechanism
were more stable when adsorbed through their re-face. These results implied
a nonexistent to small de of (R,R)-diol, which was again consistent with the
experiments (Figure 4.15).271

The results showed that cluster model DFT calculations as applied here
can be used to assess (dia)stereoselectivity in metal-catalyzed hydrogenation
of even quite complex organic molecules, provided that the whole reaction
paths or at least the stable reaction intermediates are taken into considera-
tion.



Chapter 5
Conclusions

In this doctoral thesis, molecular modeling tools were employed to study
asymmetric heterogeneous catalysis, specifically hydrogenation of prochiral
carbonyl compounds to corresponding chiral alcohols (i.e., C=O + H2 →
CH−OH) over Pt catalysts modified by cinchona alkaloids. Introduced by
Orito et al. at the end of 1970s, this is one of the known heterogeneous
catalytic systems which can yield high stereoselectivities. However, the ac-
tivity and selectivity of this complex catalytic system is very sensitive to the
structure of the reactant and the modifier (the chiral organic compound), the
solvent, metal particle size, and reaction conditions among others. Molecular-
level information about the system is required to fully understand these ef-
fects. Quantum mechanical calculations can help in this endeavor.

1-Phenyl-1,2-propanedione (PPD), its α-hydroxyketone derivatives, and
some α-keto esters among others were used as reactants, whereas cinchoni-
dine (CD), cinhonine, and their O-ether derivatives were used as modifiers.
Adsorption and reactions were modeled on the Pt(111) surface which was
represented by nanosized Pt clusters. The Conductor-like Screening Model
(COSMO) was applied for the implicit treatment of solvation effects.

The relative thermodynamic stabilities of various modifier conformers de-
pended on the solvent, the modifier itself, and whether the modifier was pro-
tonated or not. The populations of the modifier conformers in the gas and
solution phase did not correlate with those on the Pt surface. Besides, some
conformations were found to be stable only on Pt. For example, so-called QA-
Open(4) was the most stable conformer of protonated CD and MeOCD on
Pt(111). It was also observed that no correlation existed between the popula-
tions of the modifier conformers in the solution phase and the experimentally
observed enantioselectivities of the PPD hydrogenation in the corresponding
solvents. Therefore, the specific adsorption of the modifier on the catalyst
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surface was suggested to be a crucial step in the generation of chiral sites,
which can ultimately lead to the excess formation of one stereoisomer over
the other.

Studies on the adsorption of some unsaturated organic molecules on Pt
showed that the size of the cluster used to model the Pt surface may affect not
only the adsorption energies but also the relative thermodynamic stabilities
of different adsorption modes of a molecule. As different adsorption modes
may possess different intrinsic reactivity, this observation actually implied
size-dependent catalytic activity of nanosized metal particles, a well-known
phenomenon. The relative populations of the modifier conformers on the Pt
surface might also be influenced by the size of the catalyst particles, which
could be a reason for the experimentally observed size-dependent stereose-
lectivity. The relative stabilities of the re- and si -face adsorption modes of
the (R)-phenylacetylcarbinol reactant, yielding diastereomeric product diols
upon hydrogenation, were shown to depend on the size and shape of the
Pt cluster. These observations highlight the role of catalyst particles in the
emergence of (stereo)selectivity and entail additional challenge to the molec-
ular modeling of asymmetric heterogeneous catalysis.

To account for the experimentally observed enantio- and diastereoselectiv-
ities on modified Pt catalysts, the thermodynamic stabilities of the hydrogen-
bonded one-to-one reactant–modifier complexes and the energies of the keto
carbonyl π and π∗ orbitals of the reactant in those complexes (approximat-
ing the kinetic factor) were studied. Due to many feasible conformers of the
cinchona alkaloid modifiers, several reactant–modifier interaction geometries
were considered. The stereoselectivities arising from the hydrogenation of
PPD and methyl pyruvate over Pt catalysts modified by CD and MeOCD
(in toluene) could be reasonably well explained by the formation of bifurcated
hydrogen-bonded complexes (in the gas phase), where the modifier adopted
the so-called Open(3) conformer. However, the bifurcated interaction mode
could not explain the experimentally observed change in enantioselectivity
associated with the change of the solvent from toluene to acetic acid. Ei-
ther these interaction geometries were not controlling enantiodifferentiation
or the relatively simple explicit model to account for solvent effects was not
sufficient. The computed proton affinities of various reactant molecules did
not correlate with the experimentally observed enantioselectivities in acetic
acid either. Modeling and understanding the solvent effects in asymmetric
heterogeneous catalysis remains undoubtedly one of the greatest challenges
in this research field.

Similarly to modifier conformations, some reactant–modifier interaction
geometries were stable only on the metal surface. In fact, the QA-Open(4)
conformer of protonated 10,11-dihydro-CD formed the most stable complex
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with PPD on the Pt(111) surface. A complex involving C−H· · ·O=C inter-
actions was also detected. This complex, which is congruent with McBreen’s
model, was the most stable one formed by the Open(3) conformer. These
findings provided additional evidence on the important role of the Pt surface
in stereodifferentiation. However, although the thermodynamic stabilities of
the diastereomeric complexes were qualitatively in line with the excess for-
mation of the (R) enantiomer, the relevance of the new types of interaction
modes in enantiodifferentiation could not be confirmed as the hydrogenation
reaction was not studied explicitly. It is possible that the reactant in the ther-
modynamically most stable complex undergoes hydrogenation too slowly to
be relevant to the outcome of the catalytic reaction. Nevertheless, the study
of molecule–surface interactions, which also ignored the hydrogenation it-
self, was able to explain the experimentally observed regioselectivities in the
hydrogenation of PPD and 2,3-hexanedione on Pt.

Full potential energy profiles were determined for the hydrogenation of
chiral α-hydroxyketones over unmodified Pt particles. The results implied the
preference for the pairwise hydrogen addition mechanism over the stepwise
mechanisms. The asymmetric induction was a result of the whole reaction
path but qualitatively correct conclusions about diastereoselectivity could be
made by considering the stable reaction intermediates only.

It is noted that the catalytic system was approximated in many ways in
the present work. For example, the catalytic Pt surface was modeled by a
flat (111) surface, whereas the true catalyst particles may be hemisphere-like
with several different surfaces exposed. The coadsorbed hydrogen, solvent
molecules, and other impurities, which are likely to be present on the Pt
surface under catalytic conditions, were also ignored. Moreover, effects of
reactant and modifier concentrations as well as the catalyst support were
not considered. These issues provide interesting topics for future studies.

In conclusion, computational investigations gave valuable information
about molecular-level interactions that may occur in stereoselective hetero-
geneous catalytic systems. Computations provided reasonable explanations
for the experimentally observed selectivities in many cases. Thus, it is worth-
while to use molecular modeling tools to support experimental studies and
to even assess selectivities of catalytic systems not tested experimentally.
As the theoretical methods, algorithms, and computers continue to develop,
computational studies of asymmetric heterogeneous catalysis become more
and more important. The challenges lie in the complexity of the catalytic
systems. Molecular modeling of asymmetric heterogeneous catalysis will con-
tinue to be balancing between the accuracy of the computational methods
and the amount of details that can be included in the model systems.



Appendix A
Abbreviations

AO atomic orbital
BSSE basis set superposition error
CBS complete basis set
CC coupled cluster
CCSD CC with single and double excitations
CD cinchonidine
CGF contracted Gaussian function
CI configuration interaction
CN cinchonine
COMPASS condensed-phase optimized molecular potentials

for atomistic simulation studies
COSMO conductor-like screening model
CP counterpoise
CPU central processing unit
de diastereomeric excess
DFT density functional theory
DHCD 10,11-dihydrocinchonidine
DZ double-zeta
ee enantiomeric excess
ECP effective core potential
EL ethyl lactate
EP ethyl pyruvate
ESP electrostatic potential
FF force field
GGA generalized gradient approximation
Gn Gaussian-n
GTO Gaussian-type orbital
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HF Hartree–Fock
HK Hohenberg–Kohn
KPL ketopantolactone
KS Kohn–Sham
LCAO linear combination of atomic orbitals
LDA local density approximation
LSDA local spin density approximation
M molar (mol dm−3)
MARI multipole-accelerated-resolution-of-identity
MBC methylbenzoylcarbinol
MeOCD O-methylcinchonidine
MeOCN O-methylcinchonine
MM molecular mechanics
MO molecular orbital
MP methyl pyruvate
MPn Møller–Plesset perturbation theory of order n
MPPT Møller–Plesset perturbation theory
NMR nuclear magnetic resonance
PA proton affinity
PAC phenylacetylcarbinol
PCM polarized continuum model
PDMSODHCD O-(propyldimethylsilyl)-10,11-dihydrocinchonidine
PES potential energy surface
PhOCD O-phenylcinchonidine
PhOCN O-phenylcinchonine
PPD 1-phenyl-1,2-propanedione
QC quantum chemistry
QM quantum mechanics
RI resolution-of-identity
ROHF restricted open-shell HF
SCF self-consistent field
SCRF self-consistent reaction-field
SD Slater determinant
STO Slater-type orbital
SV split-valence
TBDMSOCD O-(tert-butyldimethylsilyl)cinchonidine
TS transition state
TZ triple-zeta
UHF unrestricted HF
WFT wave function theory
ZPV zero-point vibration



Appendix B
Chirality, catalysis, and molecular
modeling

In this chapter, additional information on chirality, catalysis, and molecular
modeling is given. The three concepts are clarified and some remarks on
their discovery, development and significance today are made.

B.1 Chirality

B.1.1 Concept of chirality

An object that is non-superimposable on its mirror image is said to be chi-
ral. In terms of symmetry, the object is chiral if it does not have any Sn
symmetry element (i.e., an n-fold rotation–reflection axis) with any value of
n.281 Otherwise the object is achiral (i.e., non-chiral). For example, gloves
and shoes are chiral but mittens and socks are often achiral. Chiral objects
are not necessarily devoid of all symmetry elements (i.e., asymmetric) since
they may possess one or more rotation axes.

Chirality is often due to the presence of a stereogenic/chirality center in a
molecule. For example, a carbon atom bonded to four different substituents,
a so-called “asymmetric” carbon atom, is such a center (see Figure 1.1). How-
ever, the presence of a stereogenic center is neither a necessary nor sufficient
condition for chirality. For example, 1,3-dimethylallene has no stereogenic
center but is, nevertheless, chiral. On the other hand, there are compounds
that contain stereogenic atoms but are still achiral. They are called meso
compounds.

The physical properties such as melting points, boiling points and densi-

76



B.1 Chirality 77

ties of the enantiomers (i.e., a chiral molecule and its mirror image isomer†)
are identical except that one enantiomer rotates the plane of plane-polarized
light clockwise, whereas the other enantiomer rotates the plane the same
amount but in counterclockwise direction. The two enantiomers of a race-
mate have identical chemistries with achiral molecules but interact differently
with other chiral molecules. This phenomenon is referred to as chiral discrim-
ination or chiral recognition. An analogy from everyday life is that our left
and right hands fit differently into a left-hand glove. Instead, they would
grip a water bottle (an achiral object) equally.

Enantiomers belong to a class of isomers called stereoisomers‡. Diastereo-
mers are stereoisomers not related as mirror images. They are characterized
by differences in physical properties and by some differences in chemical
behavior towards achiral as well as chiral compounds.4 Conformational iso-
mers are stereoisomers which are generated through rotations about chemical
bonds. They can be either enantiomeric or diastereomeric. A stable confor-
mation corresponding to a potential energy minimum is called a conformer.

Chemical reactions by which unequal amounts of two product stereoiso-
mers are formed are called stereoselective. An enantioselective reaction in-
volves the preferential formation of one enantiomer from a prochiral molecule,
whereas a diastereoselective reaction yields an excess amount of one diastereo-
mer by the creation of a new stereogenic center in a chiral molecule.21 In an
enantioselective catalytic reaction, the asymmetry is induced by a chiral cat-
alyst (or environment), whereas a diastereselective catalytic reaction does
not require a chiral catalyst.

In connection with stereoselective reactions, the terms enantiodifferen-
tiation and diastereodifferentiation or, collectively, stereodifferentiation are
often used. In this thesis, stereodifferentiation means differentiation of stereo-
heterotopic faces of a molecule by a reagent/catalyst. For example, the ke-
tone shown in Figure 1.5 has stereoheterotopic faces provided that R1 6= R2:
the approach of hydrogen from one or the other face of the C=O double bond
affords a pair of stereoisomers. Depending on whether the stereoisomers are
enantiomers or diastereomers, the faces are enantiotopic or diastereotopic,
respectively.

B.1.2 Discovery of chirality

The realization that some chemical compounds are chiral emerged from the
discovery of optical activity by the French physicist Jean Baptiste Biot in
† Isomer is one of several chemical compounds that have the same composition (molecular
formula) but different structure. ‡ Stereoisomers have identical identity and connectivity
of their atoms, but differ in the arrangement of their atoms in space.4
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the early years of the 19th century.282,283 Biot noticed that some substances
such as quartz crystals and certain organic liquids rotated the plane of plane-
polarized light. In 1848, the French chemist and microbiologist Louis Pas-
teur connected optical activity to the dissymmetry of individual molecules.
This dissymmetry was christened chirality by Lord Kelvin in 1904. Pasteur
observed that the sodium ammonium salt of optically inactive paratartaric
acid crystallized in two distinguishable mirror-image forms. When dissolved
in water, they rotated the plane of plane-polarized light equal amounts but in
opposite directions. Pasteur inferred that paratartaric acid consisted of equal
amounts of tartaric acid molecules that were mirror images of each other. An
explanation for molecular chirality was not clear until the idea of four va-
lences of carbon atom by Friedrich August Kekulé in 1858 and direction of
these valences towards the corners of a tetrahedron in 1874, independently
suggested by Jacobus Henricus van’t Hoff and Joseph Achille Le Bel. In the
20th century, it became clear that molecules may be chiral even if they do
not contain any asymmetric carbon atoms.

B.2 Catalysis

B.2.1 Concept of catalysis

Chemical catalysis is the acceleration of the rate of a chemical reaction by
the presence of a substance, the catalyst, that is itself not consumed in
the reaction. The catalyst affects only the reaction kinetics, not the overall
reaction thermodynamics, that is, the extent of the reaction.

Why are catalysts then needed? The rate of a reaction could also be en-
hanced by simply raising the temperature. However, if the activation barrier
of the reaction is very high, the temperature required to achieve a reasonable
rate of product formation may be so high that it leads to various problems:
(a) the walls of the reaction vessel could fail, (b) the reaction could be so
fast that it would get out of control and lead to explosion, (c) the cost of the
energy needed to increase the temperature sufficiently high would become
prohibitive, (d) some reactants may decompose into useless products.

The catalyst works by providing an alternative pathway and free-energy
landscape for the reaction. By interacting with the reactants—forming chem-
ical bonds with them—the catalyst provides different transition states with
lower activation barriers compared to those of an uncatalyzed reaction (Fig-
ure B.1). The amount of energy needed to carry out a chemical reaction
is thus reduced. Catalysis also allows to control the product distibution of
chemical reactions (i.e., selectivity) by increasing the formation rates of de-
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sired products and reducing those of undesired ones. The main advantages
of catalysis are thus that the desired products are made faster, using fewer
resources, and generating less waste.84

Reaction progress

En
er

gy

Reactants

Products

G

G‡ (with catalyst)

G‡ (no catalyst)

Figure B.1. Energy vs reaction coordinate for a catalyzed and non-
catalyzed reaction.

There are many kinds of catalysts such as acids and bases, organometallic
complexes, organic and inorganic polymers, supported metal particles, and
enzymes.84 Catalysis can be classified into three different categories: homo-
geneous catalysis, heterogeneous catalysis, and biocatalysis. In homogeneous
catalysis the catalyst and the reactants are molecularly dispersed in the same
phase, most commonly liquid. Heterogeneous catalysis covers all the cases
where the catalyst and reactants are in different phases; usually the catalysts
are solids and the reactants liquids or gases. In biocatalytic processes, iso-
lated Nature’s catalysts, enzymes, or whole microorganisms (e.g., bacteria)
are utilized.

B.2.2 Discovery of catalysis

Catalytic processes have been important for mankind for thousands of years.
For example, production of food and beverages such as cheese, wine, and beer
have relied on the effects of microorganisms. However, catalysis as a scientific
discipline started not before the first decades of the 19th century.284 The
starting point can be considered year 1814 when the Russian chemist Gottlieb
Kirchhoff recognized that acids enable the hydrolysis of starch to a sugar
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(glucose).285 A few years later it was found that hydrogen can be oxidized
by fine platinum powder even at room temperature. The first technological
application of this discovery was a lighter invented by the German chemist
Johann Döbereiner in 1823.286 The terms catalysis and catalyst were coined
by the Swedish chemist Jöns Jacob Berzelius in 1835.

At the end of the 19th century a rich chemical knowledge of catalysis
existed. However, the field started to develop mainly in the 20th century due
to the advances in chemical thermodynamics and kinetics made by Jacobus
van’t Hoff, Svante Arrhenius, and Friedrich Ostwald who were awarded the
Nobel Price in 1901, 1903, and 1909, respectively.285 Later, many such large-
scale catalytic industrial processes were invented that are used even today
to prepare bulk chemicals, for example, Haber–Bosch process for ammonia
synthesis in 1909, Fischer–Tropsch process for synthesis of hydrocarbons in
1930, and Ziegler–Natta catalysis for polymers in 1953. Catalysis is still a
strongly developing field as witnessed by the recent Nobel Prices, awarded
to Y. Chauvin, R. H. Grubbs, and R. R. Schrock for the development of the
metathesis method in organic synthesis in 2005 and to G. Ertl for his studies
of chemical processes on solid surfaces in 2007.

B.2.3 Significance of catalysis

Chemical catalysis affects our lives in numerous ways. Enzymes make possi-
ble essentially all biochemical reactions which are necessary for living. Cata-
lysts are used to produce foodstuffs, clothes, medicines, cosmetics, fuels, and
other materials.26,253 Catalysis-based chemical synthesis accounts for 60% of
chemical products and 90% of current chemical processes.287

Today, mankind faces a variety of challenges in creating alternative fuels,
reducing harmful by-products in manufacturing, cleaning up the environment
and preventing future pollution, dealing with the causes of global warming,
protecting people from toxic substances and infectious agents, and creating
safe pharmaceuticals.26 Catalysis offers a way to eliminate or at least sub-
stantially reduce pollution from chemical processes and vehicular emissions.
Dealing with CO2 emissions is a great challenge and requires new catalytic
methods that can reduce CO2. More active catalysts would lower dramat-
ically the temperature and, consequently, the energy demands of inefficient
chemical processes. For example, synthesis of ammonia, a major ingredient
of dynamite and agricultural fertilizers, and petroleum reforming are huge
energy consumers. 110 million tons of ammonia was produced in 2005, ac-
counting for 1% of the global energy consumption.84

One of the major challenges facing mankind is the production of energy
resources. Catalysis is likely to play an important role in it because, for
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the present and foreseeable future, the major source of energy is found in
chemical bonds.26,288 Novel catalysts are needed for use in new conversion
technologies such as fuel cells and devices for photolytic splitting of water to
form hydrogen and oxygen. Chemical and biological catalysts that convert
renewable bio-based feedstocks into fuels and chemicals are very attractive
from the environmental standpoint.

All in all, catalysis-based technology will be of great significance in the
future. Being able to understand and thereby control the relationship be-
tween catalyst structure and catalytic activity and selectivity is the grand
challenge for catalysis science in the 21st century.26 It requires a fundamen-
tal atomic-scale and nanoscale understanding of catalysis. Meeting the grand
challenge will allow the design of new catalysts and catalytic processes that
approach the ultimate goal of highly active, stable catalysts which provide
near-100% selectivity to a desired product with minimal use of energy. Suc-
cess in this endeavor will result in deeper insights in the catalysis and in the
development of new technology that will benefit society in ways that today
are almost unimaginable.26

B.3 Molecular modeling

B.3.1 Concept of molecular modeling

Computational science is a field that uses advanced computational capabil-
ities to understand and solve complex problems and phenomena. Due to
the revolution of information technology, computational science has emerged
as a basic tool of scientific inquiry besides experiments and theory, and is
becoming more and more important in all disciplines. Perhaps the most
significant feature of computational science is that it enables such problems
to be investigated that would otherwise be impractical or impossible to ad-
dress, like forecasting the weather. In addition, computer simulations can
yield considerable savings by replacing expensive and time-consuming exper-
iments. Computational technologies have also developed into an important
tool in almost all areas of chemistry and chemical industry and have many
applications ranging from molecular modeling to the simulation and control
of chemical processes.289 For example, computational methods are used in
drug design in the pharmaceutical industry and in modeling atmospheric
chemistry, thus having an important role in the study of climate change.289

Molecular modeling deals with investigation of molecules and molecular
systems by theoretical or computational techniques. It involves a mathemat-
ical description of the system which at the most basic molecular level means
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solving the (non-relativistic) Schrödinger equation or the (relativistic) Dirac
equation for electronic and/or nuclear motion, or Newton’s equations for mo-
tion of atoms. As a correct description of a particular phenomenon through
mathematical equations or algorithms may require millions or billions of cal-
culations, most phenomena could not be studied without computers. Molecu-
lar modeling is thus often considered synonymous with computational chem-
istry. The increasing power of computers and better algorithms constantly
extend the range of models and systems that can be studied.

Molecular modeling can give quantitative information about the physical
and chemical phenomena of the system at different length and time scales. At
the quantum/electronic scale, first-principles (ab initio) electronic structure
calculations can provide, for example, ground state or excited state energies,
molecular geometries, dipole moments, and spectroscopic data of chemical
species. Chemical system of hundreds of atoms can be modeled at this scale.
The results of quantum mechanical calculations can be used to provide a
connection to more approximate atomic/molecular scale computations, which
can handle systems up to millions of atoms, depending on the time scale.
These computations are usually performed by molecular dynamics or Monte
Carlo methods. Properties described at this scale range from structure and
thermodynamic properties (pressures, phase equilibria, etc.) to sorption and
transport properties (mass and heat transfer).

The results from the atomic scale calculations can in turn be applied
to describe behavior at the mesoscale, that is, between atomic calculations
and the continuum assumption of traditional materials engineering.289 The
mesoscale computations are intended to describe properties of systems that
still reflect molecular composition of material but consist of too many, even
billions or trillions of atoms to calculate atom by atom. These calculations
usually cover time scales over 100 ns and length scales from 10 nm to 10
µm. The upper bound of the length scale is the one at which the material
behaves as an effective continuous medium. No theory has been developed
yet to fully describe the phenomena at the mesoscale, and current models
extrapolate calculations from either the atomic or bulk scales and involve
a lot of empiricism.289 The breadth and power of molecular modeling ap-
plied to complex chemical systems has been illustrated, for example, in the
publications of the third JACS Select issue.290

B.3.2 Development of molecular modeling

The theoretical groundwork of computational chemistry (molecular model-
ing) was laid down by the development of quantum mechanics in the 1920s.
However, at that time the mathematical relations of quantum mechanics were
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too complicated to be handled for such complex systems as molecules. One
of the founders of quantum mechanics, Paul Dirac, expressed the problem
in his famous remark in 1929:291 “The fundamental laws necessary for the
mathematical treatment of large parts of physics and the whole of chemistry
are thus fully known, and the difficulty lies only in the fact that application
of these laws leads to equations that are too complex to be solved.” Modern
computational chemistry has been considered to have started in the 1960s
when computers came into use for solving these equations.292 Since then
computational methods and codes have developed enormously and the con-
sequences have revolutionalized the whole of chemistry. This was recognized
in 1998 by awarding the Nobel Prize to Walter Kohn and John A. Pople
for their development of the density functional theory and computational
methods in quantum chemistry, respectively.293,294

B.3.3 Molecular modeling of catalysis

One of the main goals in catalytic science is to be able to design rationally,
rather than discover more or less randomly, new and improved catalytic sys-
tems (the catalyst and the catalytic process) with desired properties. Two
grand challenges have been identified as integral in achieving this goal: (a) un-
derstanding mechanisms and dynamics of catalyzed transformations and (b)
design and controlled synthesis of catalytic structures.288 Multidisciplinary
advances in chemistry, materials science, engineering, and physics are re-
quired to meet these challenges.

Detailed understanding of the mechanism and kinetics of the individual
reaction steps comprising the catalytic cycle is the key to effectively design
new catalysts and improve the existing ones. In this endeavor, theoretical
and computational methods are crucial. It is extremely difficult to obtain all
the necessary details of catalytic reactions from currently available experi-
mental techniques, especially for transition state regions that are visited for
extremely short times.288 In addition, the experimental methods are almost
exclusively based on techniques that provide an average value for a quantity
over all catalytically active sites. Instead, molecular modeling can provide
fundamental aspects (energetics, dynamics, etc.) of reactions at individual
active sites. Whole reaction pathways from the reactants, through all tran-
sition states and intermediates, to products including the effects of reaction
environment can be studied. Consequently, molecular modeling can help
to understand the relationship between catalytic activity/selectivity and the
local structure/composition of single sites.

Catalysis provides many challenges for molecular modeling. Many of the
most important industrial catalysts are composed of nanoparticles dispersed
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on a support material. The size and shape of the metal particles, defect sites
(steps, kinks, etc.) on the metal surface, the support, pressure, and solvent
may all influence surface coverage and composition as well as the structure
and activity of chemical species considerably. Thus, the environmental fac-
tors play an important role in catalyst activity and selectivity and should be
taken into consideration. In addition, the working catalyst is an intricate,
dynamic entity that can change continuously. The success in modeling cat-
alytic systems depends not only on the accuracy of the methods employed
but also on the reality of the model studied.

The complete understanding of the electronic, molecular, and mesoscale
phenomena of catalysis requires a multiscale approach that can simulate the
myriads of atomic scale transformations occurring on the catalyst surface as
a function of time, processing conditions as well as catalyst structure and
composition. The multiscale approach would cover time scale ranging from
10−15 s for electronic transitions to even months or years for deactivation
phenomena, and length scale from picometers to meters.253 The current the-
oretical and computational methods are far from this scope and, therefore,
new and improved simulation methods are needed.26,288 At the electronic
scale, for example, the goal is to develop a method that can provide accu-
rate (within 5 kJ mol−1) predictions of ground- and transition-state energies
routinely for molecules and catalysts involving tens to hundreds of atoms.288
With currently available density functionals, the computed adsorption and
reaction energies are typically within 20–35 kJ mol−1 of the experimental
results.253 Methods used to simulate processes occurring at various length
and time scales in heterogeneous catalysis have been reviewed in the litera-
ture.215,253,295–303

Accurate calculations (< 4.0 kJ mol−1 error in thermodynamics, < 50%
error in reaction rates) have been estimated to require computing power of
250 teraflops† for heterogeneous catalysts in vacuum and 1000 teraflops for
heterogeneous catalysts in the presence of gases and liquids.26 This is quite
far from what currently can be done routinely. Nevertheless, the computa-
tions have already enhanced the understanding of catalysis and are becoming
reliable enough for the development of quantitative concepts that can be used
to search for new processes and catalysts (see, e.g., ref 105). As computers,
software, and algorithms continue to develop, the computational tools will
become more and more important.

† According to the list of most powerful computers, the maximal LINPACK performance
of the ten highest performance supercomputers in the world vary between 430 and 1760
teraflops.304



Appendix C
Details of computational methods

In this chapter, details of the computational methods applied in the thesis
are given. First, some basic concepts in quantum mechanics and quantum
chemistry are considered. After that, the theory behind various methods is
presented. The methods based on quantum mechanics (QM) are discussed
in Sections C.1–C.8 and the molecular mechanics (MM) methods in Sec-
tion C.9. More information about the methods can be found in the litera-
ture.183–185,238,305–313

C.1 Foundations of quantum chemistry

C.1.1 Introduction

According to the present knowledge, there exist four fundamental interac-
tions/forces in the universe: electromagnetic (incl. electrostatic), gravita-
tional, strong interaction, and weak interaction.308 Electromagnetism is the
force that acts between electrically charged particles and is the only force that
needs to be considered in the context of chemical phenomena—the other ones
are much weaker or too short-ranged to have any effect.308

It is believed that the underlying physical laws necessary for the math-
ematical theory of a large part of physics and the whole of chemistry are
completely known.291 For example, the dynamics of the particles (nuclei and
electrons) is governed by relativistic quantum mechanics and the interac-
tions between particles by quantum electrodynamics. QM is today the most
significant and the most successful theory that has been constructed to de-
scribe Nature. It is a general theory and is presumed to apply to everything,
from subatomic particles to galaxies. The concept of quantum emerged from
the problematics of black-body radiation in 1900. The foundations of QM

85
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were established during the first half of the 20th century. Some fundamental
aspects of the theory are still actively studied.

Quantum chemistry (QC) is a field that applies quantum mechanics to
problems in chemistry. QM methods are used to calculate molecular proper-
ties (e.g., bond lengths and bond angles, dipole moments, barriers to internal
rotation, relative stabilities of conformers) and thermodynamic properties
(e.g., entropy, heat capacity), to analyze spectra (IR, NMR), to investigate
the mechanism of chemical reactions, and to understand intermolecular in-
teractions.

C.1.2 Basic theoretical concepts in quantum mechanics

QM is formulated in a well-defined mathematical language which, however, is
much more abstract and less intuitive than that of classical mechanics. The
whole of QM can be expressed in terms of a small set of postulates. When
their consequences are developed, they embrace the behaviour of all known
forms of matter, including the molecules, atoms, and electrons that are at
the centre of QC.

In the traditional Hilbert space formalism of QM, each physical system S
(e.g., a molecule) is associated with a complex, separable and often infinite-
dimensional Hilbert space H†. Each physical observable, dynamical variable
R of the system S is represented by a self-adjoint operator R on H. For
example, the total energy E of the system is represented by the Hamilto-
nian operator H (see Section C.1.3). Further, each state of the system is
represented by a state operator ρ which is nonnegative and of unit trace.
When the system S is in the state represented by ρ, the average value of the
observable R in a series of measurements is equal to the expectation value
of the corresponding operator

〈R〉 = Exp(R, ρ) = tr[ρR] (C.1.1)

where “tr” means “trace”. If the state ρ is pure, that is, ρ = |Ψ〉〈Ψ|, where
the unit-normed vector Ψ ∈ H is called the state vector (also called state
function or wave function especially in QC), then the average value of the
observable R in the state is

Exp(R, ρ) = 〈Ψ|R|Ψ〉 . (C.1.2)

If the operator R has a purely discrete spectrum it may be expressed in terms

† See, e.g., refs 305 and 306 for the definition of Hilbert space and other concepts in this
section.
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of its eigenvalues ri and orthonormal eigenvectors |rij〉 as

R =
∑
ij

ri|rij〉〈rij| (C.1.3)

where i enumerates the eigenspaces and j enumerates the basis of every
eigenspace. The eigenvalues ri (∈ R) of the operator R are the possible
measured values of R and their probabilities are

Prob(R = ri|Ψ) =
∑
j

|〈rij|Ψ〉|2 . (C.1.4)

Solving the eigenvalue equation

R|rij〉 = ri|rij〉 (C.1.5)

is one of the most important problems in QM and QC.

C.1.3 Schrödinger equation

In QC the goal is often to solve the non-relativistic, time-independent Schrö-
dinger equation

HΦ = E Φ (C.1.6)

where H is the Hamiltonian operator for the system, Φ is an eigenstate of
the system and E is the total energy of that eigenstate. The most general
form of the Hamiltonian H for a spinless particle is the sum of the kinetic
and potential energy operators

H =
(P−A)2

2m
+W (Q) (C.1.7)

where P, Q, A(Q) and W(Q) are operators for the momentum, position,
vector potential and scalar potential, respectively, and m is the mass of the
particle. Despite its simple form, analytical solutions to the Schrödinger
equation can be obtained only for relative simple systems such as harmonic
oscillator and hydrogen atom. For most systems, one must resort to approxi-
mate solutions. All the quantum chemical methods presented in this chapter
are used to find an approximate solution to the Schrödinger equation.

In coordinate representation of an abstract linear vector space H, the
state vector Φ is represented by a “wave” function of a continuous variable
φ(x) and the actions of the position and momentum operators are

Qφ(x) = xφ(x) (C.1.8)
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and
Pφ(x) = −i~∇φ(x) (C.1.9)

where ∇ is the del operator.
For a system of N particles, the state vector Φ is represented by a function

of many variables, Φ(x1, . . . ,xN), and its interpretation is as a statistical
state function in an abstract 3N -dimensional configuration space, a function
from which probability distributions for all observables may be calculated. In
particular, |Φ(x1, . . . ,xN)|2 is the probability density in configuration space
for particle 1 being at the position x1, particle 2 being at x2, etc. The
Hamiltonian is the sum of the single particle kinetic and potential energies
plus the interparticle interaction V (x1, . . . ,xN). If there is no vector field
(and, hence, no magnetic field), the Hamiltonian for N particles in the scalar
potential

∑N
n=1W (xn) becomes

H =

[
N∑
n=1

−~2

2Mn

∇2
n +

N∑
n=1

W (xn) + V (x1, . . . ,xN)

]
. (C.1.10)

Typical form of the Hamiltonian operator in QC takes into account five
contributions to the total energy of the chemical system: the kinetic energies
of the electrons and nuclei, the attraction of the electrons to the nuclei, and
the interelectronic and internuclear repulsion. Other terms are required in
the Hamiltonian in more complicated situations, for example in the presence
of an external electric and/or magnetic field, in the event of significant spin–
orbit coupling in heavy elements, etc. In atomic units (see Section C.1.4),
the Hamiltonian for a system consisting of N electrons and M nuclei is

H =−
N∑
i=1

1

2
∇2
i −

M∑
A=1

1

2MA

∇2
A −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
i>j

1

rij
+

M∑
A=1

M∑
A>B

ZAZB
RAB

(C.1.11)

where i and j run over electrons, A and B run over nuclei, MA is the ratio of
the mass of nucleus A to the mass of an electron, ZA is the atomic number
of the nucleus A, ∇2 is the Laplacian operator, and rpq (as well as Rpq) is
the distance between particles p and q.

C.1.4 Atomic units

The quantum chemical equations describing molecules and atoms can be
rendered more clearly by working in atomic units (a.u.), where the charge of
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the proton (e), the mass of the electron (me), ~ (Planck’s constant h divided
by 2π), and 4πε0 (ε0 is the permittivity of the vacuum) are all defined to
have magnitude 1. For example, one atomic unit of length (bohr) equals ca.
5.2918 × 10−11 m, and one atomic unit of energy (hartree, Eh) equals ca.
4.3597×10−18J ≡ 2625.5 kJ mol−1. Henceforth, all equations in this chapter
will be expressed in a.u. unless otherwise stated.

C.1.5 Born–Oppenheimer approximation

Accurate wave functions for many-particle molecular systems are extremely
difficult to express because of the correlated motion of particles. The Hamil-
tonian (C.1.11) contains pairwise attraction and repulsion terms, implying
that no particle is moving independently of all of the others. The Born–
Oppenheimer approximation is the first of several approximations used to
simplify the solution of the Schrödinger equation.

As nuclei are much, typically thousands of times heavier than electrons,
they move much more slowly. Because of this, the electrons can respond
almost instantaneously to the displacement of the nuclei. Hence, to a good
approximation, electronic motion can be decoupled from nuclear motion, that
is, one can consider the electrons in a molecule moving in the field of fixed
nuclear positions. As a result, the nuclear kinetic energy term is taken to be
independent of the electrons, correlation in the attractive electron–nuclear
potential energy term is eliminated, and the repulsive nuclear–nuclear po-
tential energy term becomes a constant for a given geometry. The electronic
Hamiltonian describing the motion of N electrons in the field of M point
charges is

Hel = −
N∑
i=1

1

2
∇2
i −

N∑
i=1

M∑
A=1

ZA
riA

+
N∑
i=1

N∑
i>j

1

rij
. (C.1.12)

The solution to the Schrödinger equation involving the electronic Hamilto-
nian

HelΦel = EelΦel (C.1.13)

is the electronic wave function Φel({xi}; {XA}) where the electronic coordi-
nates {xi} are independent variables but the nuclear coordinates {XA} are
only parameters. The total energy for fixed nuclei also includes the constant
nuclear repulsion:

Etot = Eel +
M∑
A=1

M∑
A>B

ZAZB
RAB

. (C.1.14)
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Etot of Eq. (C.1.14) is usually called the total energy or the total electronic
energy whereas Eel is the pure electronic energy. After the electronic problem
of equations (C.1.12) to (C.1.14) has been solved, it is subsequently possi-
ble to solve the motion of the nuclei (describing the vibration, rotation, and
translation) of a molecule. Henceforth, only the electronic problem and, thus,
electronic Hamiltonians and wave functions will be considered and the sub-
script “el” will be dropped. Where it is convenient or necessary, a distinction
between Eel and Etot is made.

In general, the Born–Oppenheimer approximation is extremely mild one
and is justified in most cases. With this approximation, one can for example
construct a potential energy surface (PES†) for a molecule and identify the
equilibrium geometry of the molecule with the lowest point on this surface.

C.1.6 Pauli principle

Electrons are particles having a spin of 1
2
. Spin is a natural consequence of

the application of Einstein’s theory of special relativity in the equations of
QM as first shown by Dirac. The electron spin function is an eigenfunction
of the operator Sz and has two eigenvalues, ms = ±~/2, which correspond to
the orthonormal spin eigenfunctions α(ω) and β(ω) corresponding spin up,
↑, and spin down, ↓, respectively. The electron is described not only by its
spatial coordinates x but also by its spin coordinate ω, which are denoted
collectively by q = (x, ω). Particles with half-integral spin (i.e., fermions)
require antisymmetric wave functions and, thus, a many-electron wave func-
tion must change sign whenever the coordinates q of any two electrons are
interchanged

Φ(q1, . . . ,qi, . . . ,qj, . . . ,qN) = −Φ(q1, . . . ,qj, . . . ,qi, . . . ,qN) . (C.1.15)

This requirement is sometimes called the antisymmetry principle. It is a
general statement of the Pauli exclusion principle which states that no two
electrons can occupy the same state, or equivalently, that all quantum num-
bers of two electrons cannot be equal.

The antisymmetry of the wave function can be achieved by building it
from Slater determinants‡ (SD). For the general case of N electrons and N
spin orbitals, the Slater determinant is given as

† PES is the surface defined by Etot over all possible nuclear coordinates. ‡ A single
Slater determinant is the simplest antisymmetric wave function, which can be used to
describe the ground state of a many-electron system.
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ΦSD =
1√
N !

∣∣∣∣∣∣∣∣∣
χ1(1) χ2(1) · · · χN(1)
χ1(2) χ2(2) · · · χN(2)

...
...

...
χ1(N) χ2(N) · · · χN(N)

∣∣∣∣∣∣∣∣∣ (C.1.16)

where the factor (N !)−1/2 is a normalization factor. The columns in the SD
are one-electron wave functions (spin orbitals) which are called molecular
orbitals (MO) for molecules. Spin orbitals are a product of a spatial orbital
and a spin function

χ(q) =


φ(x)α(ω)

or
φ(x)β(ω) .

(C.1.17)

In (C.1.16), the orbital χj occupied by electron i with coordinate qi is denoted
as χj(i). Therefore, the electron coordinates are along the rows in the SD.

C.1.7 Variational theorem

The Schrödinger equation cannot be solved exactly for atoms or molecules
with a few exceptions. However, the so-called variational method can be
used to systematically find the exact ground state of a system. This method
is based on the variational theorem which states that if E0 is the lowest
eigenvalue of the Hamiltonian H (i.e., the exact ground state energy), then
for any normalizable trial function Φ the inequality

E0 ≤
〈Φ|H|Φ〉
〈Φ|Φ〉

(
=

∫
Φ∗HΦ dτ∫
Φ∗Φ dτ

)
(C.1.18)

holds. In words, the energy computed from any approximate trial wave
function is an upper bound to the the exact ground state energy. The equality
holds only if the wave function is the exact function. The variational method,
applied to define the ground state wave function and energy of a system,
consists of choosing, for example, a trial function Φ that depends on one or
more parameters. Those parameters are varied to obtain the lowest value
of the expression on the right hand side of (C.1.18). Regardless of how the
trial functions are constructed, the theorem guarantees that the quality of
the guess will be determined by how low value is obtained.

In practice, it is impossible to go through all possible and acceptable N -
electron wave functions when searching for the best approximation for the
true wave function of the system under consideration. First, one has to make
an assumption of the form of the wave function and then try to find such a
wave function which is as close as possible to the true wave function.
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C.2 Hartree–Fock method

In the Hartree–Fock (HF) approximation, the trial N -electron wave function
is taken to consist of a single SD. The spin orbitals that give the ’best’ wave
function are found by minimizing the electronic energy of the wave function
(corresponding to the Hamiltonian in Eq. (C.1.12)) subject to the orthonor-
malization constraint of the orbitals. This procedure gives the Hartree–Fock
equations

fiχi = εiχi i = 1, 2, . . . , N (C.2.1)

where εi is the energy of the spin orbital χi and

fi = hi +
N∑
j=1

(Jj −Kj) (C.2.2)

is the Fock operator. It is an effective one-electron energy operator which
describes the kinetic energy of an electron and its attraction to all the nuclei
and repulsion to all the other electrons. The one-electron core-Hamiltonian,
coulomb, and exchange operators in (C.2.2) are defined by

h1 χi(1) =

[
− 1

2
∇2

1 −
M∑
A=1

ZA
r1A

]
χi(1) (C.2.3)

Jj χi(1) =

∫
|χj(2)|2 1

r12

χi(1) dq2 (C.2.4)

Kj χi(1) =

∫
χ∗j(2)χi(2)

1

r12

χj(1) dq2 . (C.2.5)

The HF equations form a set of pseudo-eigenvalue equations, as the Fock
operator depends on all the occupied spin orbitals (via Jj and Kj) and, thus,
the solutions of (C.2.1). Therefore, iterative methods must be imployed for
determining the orbitals. The technique is called the self-consistent field
(SCF) method.

The HF equations can be solved numerically only for small highly sym-
metric systems like atoms. Essentially all calculations use a basis set expan-
sion to express the unknown spatial parts of the spin orbitals in terms of
known functions. Any type of basis functions may in principle be used: ex-
ponential, Gaussian, polynomial, plane wave etc. The chosen basis functions
should have a behaviour which agrees with the physics of the problem. At
the same time, all the required integrals should be easy to calculate. The
basis sets are discussed further in Section C.3.
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If a set ofK basis functions {ην(x)|ν = 1, 2, . . . , K}, located on the nuclei,
is chosen, each MO φi can be expanded as a linear combination of the basis
functions

φi =
K∑
ν=1

cνiην i = 1, 2, . . . , K . (C.2.6)

Conventionally, these basis functions are called atomic orbitals (AOs) and
the procedure is called linear combination of atomic orbitals (LCAO). To
exactly represent the MOs {φi}, a complete set (i.e., an infinite number) of
basis functions ην would be required. In that limit called the HF limit, the
results are identical to those obtained by the numerical HF method. However,
if K is large enough and the functions ην well chosen, one can present the
MOs with negligible error.

By using the LCAO procedure, the problem of calculating the HF spin
orbitals from (C.2.1) reduces to the problem of calculating the set of expan-
sion coefficients cνi from the Roothaan equations† which can be expressed as
a single matrix equation

FC = SCε . (C.2.7)
In (C.2.7), C is a K × K matrix of the expansion coefficients cνi and ε is
a diagonal matrix of the orbital energies εi. The overlap matrix S has the
elements

Sµν =

∫
η∗µ(1)ην(1) dx1 (C.2.8)

and the Fock matrix F has the elements

Fµν = Hcore
µν +

K∑
λ,σ=1

Dλσ

[
(µν|σλ)− 1

2
(µλ|σν)

]
(C.2.9)

where
Hcore
µν =

∫
η∗µ(1)h1ην(1)dx1 (C.2.10)

are the one-electron elements of the core-Hamiltonian matrix Hcore,

Dλσ = 2

N/2∑
j=1

cλjc
∗
σj (C.2.11)

are the density matrix elements, which are interpreted as the total electron
density in the overlap region of ηλ and ησ, and

(µν|σλ) =

∫∫
η∗µ(1)ην(1)

1

r12

η∗σ(2)ηλ(2)dx1dx2 (C.2.12)

† The Roothaan equations apply to a restricted closed shell system, see page 94. For
unrestricted systems, analogous Pople–Nesbet equations are used.
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are two-electron integrals. Hcore needs to be evaluated only once as it remains
unchanged during the iterative calculation. However, the density matrix
needs to be re-evaluated at each iteration. At convergence, the energy of the
system

EHF
0 =

1

2

∑
µν

Dµν(H
core
µν + Fµν) (C.2.13)

is at a minimum, and the potential/field generated by the SCF electron
density is identical to that produced by solving for the electron distribution
(to within a certain threshold).

Solving the Roothaan equations produces a total of K spatial MOs, of
which N/2 are occupied and K −N/2 are unoccupied (virtual). For K basis
functions, the number of one-electron and two-electron integrals to evaluate is
of the order ofK2 andK4, respectively. Even small basis sets for moderately-
sized molecules can rapidly approach millions of two-electron integrals. Their
efficient evaluation and manipulation is the major difficulty in an HF–SCF
calculation.

The main chemical limitation of the HF theory is the one-electron nature
of the Fock operator. All electron correlation except exchange is ignored;
each electron sees all the other electrons as an average distribution. Higher-
level methods attempt to remedy this neglect in various ways shown in the
next sections.

Restricted and unrestricted HF

The vast majority of all ’normal’ compounds, such as water, methane and
most other ground state species in organic or inorganic chemistry, have even
number of electrons which are all paired to give a singlet type of wave func-
tion (a closed shell system). In such instances the restriction that each spatial
orbital should have two electrons, one with α and one with β spin, is normally
made. Such wave functions are called restricted Hartree–Fock (RHF) wave
functions. The RHF picture is inadequate in open-shell situations where the
system contains an odd number of electrons (e.g., methyl radical) or the sys-
tem has an even number of electrons but not all electrons occupy the spatial
orbitals pairwise (e.g., the triplet ground state of methylene CH2). There
are two possibilities to treat such systems within the HF approximation. In
the restricted open-shell Hartree–Fock (ROHF) method, the electrons that
are paired with each other are forced to occupy the same spatial orbital. In
the unrestricted Hartree–Fock (UHF) formalism, each spin orbital is allowed
to have its own spatial part and orbital energy. The energy of a UHF wave
function is always lower than or equal to a corresponding R(O)HF type wave
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function. For singlet states near the equilibrium geometry, it is usually not
possible to lower the energy of the system by allowing the α and β MOs to
be different.

C.3 Basis sets

The basis functions used to represent spin orbitals should be of a proper
functional form and the number of them should be small enough to minimize
the computational effort for the evaluation of the two-electron integrals, for
example, in the HF method. At the same time, the error due to the incom-
pleteness of the basis should be small.

Slater-type orbitals (STOs) are attractive basis functions primarily be-
cause they closely resemble the atomic orbitals of the hydrogen atom. How-
ever, the four-index integrals (C.2.12) can only be solved numerically which
is more difficult than analytical solution. This fact severely limits the utility
of STOs in molecular systems of any significant size. In the Gaussian-type
orbitals (GTOs) the radial decay of the STOs is changed from e−r to e−r2

which allows the analytical solution of the general four-index integral. In
order to combine the best feature of GTOs (computational efficiency) with
that of STOs (proper radial shape), several GTOs are often combined linearly
together to form contracted Gaussian functions (CGFs).

The simplest type of basis set is a minimal basis set in which one basis
function or CGF is used to represent each of the atomic orbitals. Such
is, for example, the STO-3G basis set (Slater-Type Orbital approximated
by 3 Gaussians). Accurate calculations need more extensive basis sets. A
significant improvement is achieved by adopting a double-zeta (DZ) or triple-
zeta (TZ) basis set, in which each basis function in the minimal basis set is
replaced by two or three basis functions, respectively.

A split-valence (SV) basis set is a compromise between the inadequacy
of a minimal basis set and the computational demands of DZ and TZ basis
sets. Each valence shell atomic orbital is represented by two basis functions
while each inner-shell atomic orbital is represented by a single basis function.
Typical examples are 3-21G and 6-31G Gaussian basis sets developed by
Pople and co-workers. In most applications such basis sets are augmented
by polarization functions which are functions of higher angular momentum
than those occupied in an atom, for example, p-functions for hydrogen and
d -functions for the first-row elements. Polarization functions ensure that the
orbitals can distort from their original atomic symmetry and better adapt to
the molecular environment. The 6-31G(d,p) set by Pople et al. and the SVP
(split-valence polarization) set by Schäfer, Horn, and Ahlrichs are typical
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examples of these kinds of basis sets. Polarized DZ and SV basis sets are
the mainstay of routine quantum chemical applications since they usually
offer a balanced compromise between accuracy and efficiency. The basis sets
can be further improved by increasing the number of functions in the various
categories. Diffuse functions can also be added so that the basis set have the
flexibility necessary to allow a weakly bound electron to localize far from the
remaining density in certain systems.

Basis set superposition error

An important consequence of the use of a finite basis set is the so-called ba-
sis set superposition error (BSSE). This error may arise, for example, when
dealing with a complex of two weakly bound molecular species. The inter-
action energy in such a case is calculated by substracting the energies of the
isolated species from the energy of the complex (assuming a size-extensive
method†) using the same basis set. In the complex, the basis functions from
one molecule can help compensate for the basis set incompleteness on the
other molecule, and vice versa. The complex will, therefore, be artificially
lowered in energy, and the strength of the intermolecular interaction is over-
estimated. In the limit of a complete basis set, BSSE is zero.

An approximate way of correcting BSSE is the counterpoise (CP) cor-
rection.314 In this method, the BSSE is estimated as the difference between
monomer energies with the regular basis and the energies calculated with the
full set of basis functions for the whole complex

ECP
BSSE = Ea∪b(A)− Ea(A) + Ea∪b(B)− Eb(B) . (C.3.1)

The energies in (C.3.1) are calculated using the geometries of the species A
and B in the complex AB. The superscripts a and b denote the basis functions
associated with A and B, respectively. The borrowing of basis is only partly
a mathematical artifact and, thus, CP correction always overestimates the
BSSE.238

Pseudopotentials

For systems involving elements from the third row or higher in the periodic
table of elements there is a large number of core electrons which in general are
unimportant in a chemical sense. However, a large number of basis functions
should be used to represent the corresponding orbitals since otherwise the
valence orbitals will not be properly described. In addition, the relativistic

† For the definition of size-extensivity and size-consistency, see Section C.4.1
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effects of the core electrons are important in very heavy elements. These
problems may be solved by introducing a pseudopotential (also called effec-
tive core potential, ECP). It replaces the strong Coulomb potential of the
nucleus and the effects of the tightly bound core electrons by an effective ionic
potential acting on the valence electrons. In other words, the core electrons
are modeled by a suitable function, and only the valence electrons are treated
explicitly. The use of ECP basis sets for heavy elements improves computa-
tional efficiency by reducing the scale of the electronic structure problem. In
addition, part of the relativistic effects, especially the scalar effects may be
taken care of without having to perform the full relativistic calculation.

C.4 Post-Hartree–Fock methods

The Hartree–Fock theory provides an inadequate treatment of the correlation
between the motions of the electrons. In a sufficiently large basis, the HF
wave function is able to account for ∼ 99% of the total energy of the system,
but the remaining ∼ 1% is often very important for describing chemical
phenomena. The difference in energy between the HF and the lowest possible
energy in a given basis set is called the electron correlation energy. A large
variety of computational techniques has been devised to deal with the electron
correlation problem in the context of traditional wave function based ab initio
quantum chemistry. Some of the most popular ones, that have also been
applied in this work, are introduced here.

C.4.1 Configuration interaction methods

Let us assume that the molecule of interest has an even number of electrons
and is adequately represented, to a first approximation, by a closed shell
restricted HF determinant, ΦHF. The exact ground state or excited state
wave function Φexact can be expressed as a linear combination of all possible
N -electron Slater determinants arising from a complete set of spin orbitals

Φexact = C0ΦHF +
occ.∑
i

virt.∑
r

Cr
i Φ

r
i +

occ.∑
i<j

virt.∑
r<s

Crs
ij Φrs

ij +
occ.∑
i<j<k

virt.∑
r<s<t

Crst
ijkΦrst

ijk + · · ·

=
L∑
J=0

CJΦJ . (C.4.1)

The symbols C in (C.4.1) are the expansion coefficients, Φr
i (ΦS) are the

singly excited determinants which differ from the ’reference’ wave function
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ΦHF in having an occupied spin orbital χi replaced by a virtual (unoccupied)
one χr, Φrs

ij (ΦD) are the doubly excited determinants, etc. Eq. (C.4.1)
includes up to and even the N -tuply excited determinants.

An ab initio method in which the wavefunction is expressed in the form
of (C.4.1) is called configuration interaction (CI). As the total number of dif-
ferent Slater determinants that can be constructed in (C.4.1) gets extremely
large even for small molecules and basis sets, the expansion must almost
always be truncated to some finite value of L. The expansion coefficients
are determined variationally, and the MOs used for building the excited de-
terminants are taken from a HF calculation and held fixed. Limitation of
the list of determinants to ΦHF and those that are singly and doubly excited
with respect to ΦHF is denoted CISD. In the large basis set limit the CISD
method scales as K6 where K is the number of basis functions. Inclusion of
also the triply excited determinants yields the CISDT method, which scales
as K8. The only CI method which is generally applicable for a large variety
of systems is CISD. For medium sized molecules and basis sets, it typically
recovers 80–90% of the available electron correlation energy.

One serious deficiency with truncated CI methods such as CISD is the
lack of size-consistency. A method is size-consistent if the energy of a sys-
tem AB comprised of subsystems A and B infinitely far apart is equal to
the sum of the energies of A and B computed separately using the same
method. Full CI is size-consistent and size-extensive. The energy calculated
with a size-extensive method scales correctly (i.e., as the exact energy does)
with the number of particles in the system. A size-extensive method allows
straightforward comparisons between calculations involving variable numbers
of electrons, for example ionization processes. RHF, UHF, coupled cluster
methods (see below), and Møller–Plesset perturbation theory (see below) are
size-extensive. Instead, RHF is not necessarily size-consistent.

C.4.2 Coupled cluster methods

CI methods provide a systematic approach for going beyond the HF level.
They are variational providing upper bounds to the exact energy. Coupled
cluster (CC) methods are size-consistent but not variational. It is thus pos-
sible that the energy of the system is calculated to be lower than the exact
energy. However, this is rarely a problem because the interest is often not in
absolute energies but in relative energies (energy differences).

The CC theory introduces the cluster operator T , which relates the exact
electronic wave function Φexact to the HF wavefunction ΦHF through

Φexact = eTΦHF (C.4.2)
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where

eT = 1 + T +
1

2!
T 2 +

1

3!
T 3 + . . . =

∞∑
k=0

1

k!
T k . (C.4.3)

T is defined as
T = T1 + T2 + T3 + . . .+ TN (C.4.4)

where N is the total number of electrons and the various Ti operators gen-
erate all possible determinants having i excitations from the reference wave
function. For example,

T1ΦHF =
occ.∑
i

virt.∑
r

triΦ
r
i

T2ΦHF =
occ.∑
i<j

virt.∑
r<s

trsijΦrs
ij

(C.4.5)

and likewise for T3 to TN . The tri are called single-excitation amplitudes,
trsij double-excitation amplitudes, and so on. The excitation amplitudes are
determined by solving the coupled cluster equations that are derived by sub-
stituting eTΦHF into the electronic Schrödinger equation.

To apply the CC theory, two approximations are made. First, one uses
a finite basis set to express the spin orbitals in the HF wave function. Sec-
ond, the operator T is approximated by including only some of the operators
T1, T2, . . . , TN . The most important contribution to T is made by T2. Inclu-
sion of T2 only gives an approximate CC approach called the coupled cluster
doubles (CCD) method. The cost of including single excitations T1 in addi-
tion to doubles is worth the increase of accuracy; this is the CCSD model.
CCSD scales as K6 in the limit of a large basis set. Inclusion of connected
triples excitations T3 defines CCSDT, but it is computationally very costly,
scaling as K8. The effects of the connected triples can be estimated using
perturbation theory. The most commonly used approach is in the CCSD(T)
method. A method that is closely related to the CC theory is quadratic
configuration interaction including singles and doubles (QCISD). It was orig-
inally developed by Pople et al.315 as a way to correct for size-consistency
errors in CISD. The QCISD(T) method includes the same perturbative cor-
rection for contribution from triples as the CCSD(T) method.

C.4.3 Møller–Plesset perturbation theory

Møller–Plesset perturbation theory (MPPT) provides an alternative system-
atic approach to finding the correlation energy. The calculations are size-
consistent but not variational.
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In the general case of the perturbation theory, an operator R is expressed
as a combination of an operator R(0) for which the eigenfunctions can be
found and a perturbing operator R(1)

R = R(0) + λR(1) . (C.4.6)

λ varies from 0 to 1 determining the strength of the perturbation, that is, λ
maps R(0) into R. In MPPT of a many-body system, the zero-order Hamil-
tonian H(0) is the sum of the one-electron Fock operators defined in (C.2.2)

H(0) =
N∑
i=1

fi . (C.4.7)

The perturbation H(1) is thus

H(1) = H −
N∑
i=1

fi (C.4.8)

where H is the electronic Hamiltonian (C.1.12). The HF determinant is
the zero-order wave function and the zero-order energy E(0) is the sum of
all orbital energies of the occupied spin orbitals. The first-order energy is
exactly the HF energy, EHF. The first correction to EHF is given by the
second-order MPPT (MP2) as

E(2) =
occ.∑
i<j

virt.∑
r<s

|〈ij|rs〉 − 〈ij|sr〉|2

εi + εj − εr − εs
(C.4.9)

where the notation

〈ij|rs〉 =

∫∫
χ∗i (1)χ∗j(2)

1

r12

χr(1)χs(2)dq1dq2 (C.4.10)

has been used.
MP2 scales roughly as K5 and typically accounts for ∼80–90% of the

correlation energy. It is the most economical method for including electron
correlation of the ab initio wave function based methods. It is possible to
extend MPPT to include higher-order energy corrections, and the procedures
are then denoted MP3, MP4, etc. At the MP4 level, integrals involving triply
and quadruply excited determinants appear. The computational cost of MP4
involving contribution from singles to quadruples (i.e., MP4(SDTQ)) scales
as K7 and is still a computationally feasible model for many molecular sys-
tems, requiring a time similar to CISD. The full fourth order energy typically
accounts for ∼95–98% of the correlation energy.
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C.5 Density functional theory
The electron correlation treatments described in Section C.4 are all based
on approximating the many-electron wave function Φ. Historically, this ap-
proach has been the subject of most research effort in the electronic structure
theory community. However, an alternative approach that has been widely
used for over 40 years by physicists working on the electronic structure of
solids, surfaces, etc., has also become popular in QC over the past 20 years.
This is the density functional theory (DFT). DFT is an (in principle) exact
electronic structure theory and, as its name implies, is based on the electron
density distribution n(x). While the N -electron wave function Φ(x1, . . . ,xN)
is a function of 3N variables, n(x) is a function of only three variables. Thus,
DFT has the potential to notably simplify electronic structure calculations.

In 1964, Hohenberg and Kohn316 proved two theorems on which all mod-
ern DFTs rest. According to the first Hohenberg–Kohn (HK) theorem, the
ground state density n0(x) of a system uniquely (to within a constant) de-
termines the external potential v(x) and, thus, the full Hamiltonian H and
all properties determined by it. The second HK theorem states that of all v-
representable densities† only the true ground state density n0(x) corresponds
to the minimum energy of the system, that is,

Ev(x)[n(x)] ≥ Ev(x)[n0(x)] ≡ E0 (C.5.1)

where E0 is the ground state energy. The theorem is analogous to the vari-
ational theorem for wave functions (C.1.18). The major problem in the
second HK theorem is that many “reasonable” densities have been shown
to be non-v-representable.317,318 The serious difficulty associated with the v-
representability of trial densities was eliminated by Levy in his constrained-
search formulation of the ground state energy minimization procedure.317,318
In it, the minimization is carried out over all N -representable densities. This
is easier than (C.5.1) because virtually all practical DFT applications are in
one way or the other related to wave function techniques where all densities
trivially satisfy the N -representability condition.

C.5.1 Kohn–Sham method

The first attempts to use the electron density rather than the wave function
for obtaining information about atomic and molecular systems date back
† A density is v-representable if it is associated with the antisymmetric ground state wave
function of a Hamiltonian H with some external potential v(x) (not necessarily a Coulomb
potential). A density is N -representable if it can be obtained from some antisymmetric
wave function.
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to the work of Thomas and Fermi in 1927. In Thomas–Fermi and related
models, the functional F [n(x)] delivering the sum of kinetic and interaction
energies of the system is approximated by an explicit functional of n(x).
These approaches are simple but due to the crude level of approximation
involved (especially in the way the kinetic energy is determined), they lead
to a great loss in accuracy.

In 1965, Kohn and Sham191 suggested an indirect but more accurate way
to approach the unknown functional F [n(x)]. Considering a system of N
nonrelativistic, interacting electrons in a nonmagnetic state, the functional
delivering the energy of the system can be written as

E[n(x)] =
N∑
i=1

∫
χ∗i (x)

(
− 1

2
∇2
)
χi(x)dx +

1

2

∫∫
n(x)n(x′)

|x− x′|
dx dx′

+ Exc[n(x)] +

∫
v(x)n(x)dx (C.5.2)

where

n(x) =
N∑
i=1

|χi(x)|2 . (C.5.3)

The sum of the first three terms in (C.5.2) represents the functional F [n(x)],
whereas the fourth term is the energy due to the external potential v(x).
The first term in (C.5.2) is the true kinetic energy of the ground state of
noninteracting electrons with density n(x) (i.e., a single Slater determinant)
and the second term is the classical expression for the interaction energy.
The third term Exc[n(x)] is the so-called exchange-correlation energy de-
fined by (C.5.2). It contains the difference between the kinetic energies of
the interacting and noninteracting systems and the nonclassical part of the
interelectronic interaction term

∑N
i=1

∑N
j<i |xi − xj|−1.

Minimization of (C.5.2) subject to the orthonormalization constraint of
the orbitals leads to a set of equations, the so-called Kohn–Sham (KS) equa-
tions [

− 1

2
∇2 + v(x) +

∫
n(x′)

|x− x′|
dx′ + vxc(x)

]
χi = εiχi (C.5.4)

with the exchange-correlation potential

vxc(x) =
δExc[n(x)]

δn(x)
. (C.5.5)

The eigenfunctions and eigenvalues, χi and εi, of the KS equations have
no strict physical significance with the exception of the connection (C.5.3)
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between χi and the true physical density, and the fact that the highest eigen-
value εN is the negative of the exact, many-body ionization potential. How-
ever, all χi and εi are of great semiquantitative value, much like HF energies
and wavefunctions, and often more so, because they also reflect correlation
effects and are consistent with the exact physical density, n(x).319

Analogous to the HF equations, the KS equations (C.5.4) must be solved
self-consistently. Numerical procedures can be applied only for small systems.
The KS orbitals are expanded using basis sets essentially in all calculations.
Inserting the basis set expansion in (C.5.4) leads to a matrix equation

hKSC = SCε (C.5.6)

where hKS is analogous to the Fock matrix in the HF method. The one-
electron and Coulomb parts of hKS are identical to the corresponding Fock
matrix elements. The exchange-correlation parts∫

ηµ(x)vxcην(x)dx (C.5.7)

cannot be evaluated analytically since even the most simple approximations
of vxc are fairly sophisticated mathematical constructs. Instead, the integrals
(C.5.7) have to be generated by numerical integration techniques based on a
grid. The selection of the grid depends on the desired numerical accuracy in
the final results. For typical applications 1000–10000 integration grid points
are used for each atom. The grid plays the same role for Exc as the basis set
for the other terms.

RI-J and MARI-J approximations

Due to the four-center two-electron Coulomb integrals the KS method scales
as K4 where K is the number of basis functions. However, it is possible to
reduce this scaling to K2K ′ by approximating the two-electron integrals with
three-center expansions. This is done by fitting the electron density n(x) to
a linear combination of atom-centered auxiliary basis functions {ωκ(x)|κ =
1, 2, . . . , K ′}

n(x) ≈ ñ(x) =
K′∑
κ=1

cκωκ(x) (C.5.8)

and using the fitted density in evaluating the Jµν integrals

Jµν =

∫∫
ηµ(x)ην(x)

n(x′)

|x− x′|
dx dx′ (C.5.9)
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≈
K′∑
κ=1

cκ

∫∫
ηµ(x)ην(x)

ωκ(x
′)

|x− x′|
dx dx′ . (C.5.10)

The coefficients cκ are determined, for example, by minimizing the Coulomb
self-repulsion of the residual density∫∫ [

n(x)− ñ(x)
][
n(x′)− ñ(x′)

]
|x− x′|

dx dx′ . (C.5.11)

This procedure is called the resolution of identity for J (RI-J) as its derivation
utilizes a mathematical trick called the ’resolution of the identity’. The
functions in the auxiliary basis set are of the same type as the functions used
in the LCAO expansion but the number of them must be 2–3 times larger
than in the LCAO basis set in order to get results of reasonable accuracy
(e.g., energies within 10−4 a.u. per atom202). The RI approximation can also
be used in conjunction with HF and MP2 methods. It reduces the CPU
time required by a DFT calculation by a factor of ∼10 and in conjunction
with HF and MP2 by a factor of ∼5–30 depending on the basis set used.
The efficiency and accuracy of the approximation are nearly independent of
molecule’s geometry, electronic structure, composition, and size.

The multipole accelerated resolution of identity for J (MARI-J) method
saves CPU time further by partitioning the Coulomb interactions in the near-
and far-fields.205 The calculation of the far-field part is performed by applica-
tion of the multipole expansion and the near-field part is evaluated employing
the RI-J approximation. MARI-J reduces calculation times significantly—it
offers up to 6.5-fold CPU time savings compared to full RI-J calculations
and shows scalings as favorable as K1.5.

C.5.2 Exchange-correlation functionals

To put DFT to practical tool, good approximations for the exchange-corre-
lation functional Exc are needed. Two different philosophies for developing
new functionals exist: nonempirical and semiempirical. The nonempirical
functionals are constructed from first principles and subject to known ex-
act constraints whereas the semiempirical functionals include one or more
parameters fitted to a set of experimental data.

The functionals can be assigned to various rungs of “Jacob’s Ladder”
stretching from the Hartree world up to the heaven of chemical accuracy.320,321
There are five rungs corresponding to increasingly complex ingredients in the
functionals. The local density approximation (LDA)—and its extension to
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systems with unpaired spins, the local spin density approximation (LSDA)—
constitutes the lowest rung using only density as its ingredient as

ELDA
xc [n(x)] ≡

∫
εxc[n(x)]n(x) dx (C.5.12)

where εxc[n(x)] is the exchange-correlation energy per particle of a uniform
interacting electron gas of density n(x). The second rung of Jacob’s Ladder is
the generalized gradient approximation (GGA) where the density functional
depends on density and its gradient

EGGA
xc =

∫
f [n(x), |∇n(x)|] dx (C.5.13)

in order to account for the non-homogeneity of the true electron density. The
third rung is the meta-GGA which adds the further ingredients ∇2n(x) and
kinetic energy density or at least either of them. The fourth rung is the hyper-
GGA which also employs the exact exchange energy density, a fully nonlocal
functional of the occupied KS orbitals. Two kinds of functionals belong to
the fourth rung of Jacob’s Ladder: hybrid GGA, which is a combination
of GGA with HF exchange, and hybrid meta-GGA, which is a combination
of meta-GGA with HF exchange.322 Both of these types of functionals are
semiempirical and have been very successful for chemistry as exemplified
by B3LYP, currently maybe the most popular functional in chemistry.193–196
The fifth rung consists of functionals that combine exact exchange with exact
partial correlation, making use not only of the occupied KS orbitals but also
of the unoccupied ones.320

Most of the calculations on heterogeneous catalytic systems today use
DFT methods. They allow a first-principles-based treatment (including elec-
tron correlation) of complex metal and metal oxide systems at significantly
reduced CPU cost compared to, for example, the CC methods. DFT is often
stated to be inappropriate for weak interactions due to dispersion (van der
Waals type interactions) but today there are approaches to improving DFT
for these interactions.322 The bond lengths and angles predicted by DFT
calculations are typically accurate to within 5 pm and 1–2◦, whereas over-
all adsorption and reaction energies are typically within 20–35 kJ mol−1 of
experimental data.253

C.6 Thermochemistry
Information about the energetic properties of molecules is at the heart of
every quantum chemical investigation. Energy calculation and geometry op-
timization of a molecule yield a quantum mechanical estimate of the total
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electronic energy Etot [see Eq. (C.1.14)]. This energy, however, does not
include any contribution from the motion of the nuclei. Even at 0 K the
nuclei of a molecule vibrate about their equilibrium positions. This motion
contributes to the total molecular energy† with a term called zero-point vibra-
tional energy (EZPV). It is important to compute EZPV if accurate quantum
mechanical estimates of, for instance, relative stabilities of two isomers are
desired. In addition, the thermal corrections to the energy need to be cal-
culated in order to get thermodynamic quantities such as internal energy,
enthalpy, and entropy of a chemical system at some finite temperature. For
example, the experimentally measured reaction energies are always in the
form of some thermodynamic quantity, typically enthalpy or free energy, and
can be compared correctly to computational results only if theoretically de-
termined single-molecule energies are converted to thermodynamic variables
of ensembles of molecules. Calculation of the thermodynamic quantities re-
quires knowing the molecular vibrational frequencies. In addition, theoretical
vibrational frequencies help in analyzing experimental infrared (IR) spectra.

C.6.1 Vibrational frequencies and zero-point energy

In the lowest approximation the molecular vibrations may be described as
those of a harmonic oscillator. This results from first approximating the
total electronic potential energy V (x) where the nuclei move by a second-
order Taylor expansion around the stationary geometry x0 as a function of
the nuclear coordinates

V (x) ' V (x0) + (x− x0)T
(
dV

dx

)
+

1

2
(x− x0)T

(
d2V

dx2

)
(x− x0) (C.6.1)

The derivates in (C.6.1) are evaluated at x = x0 and T means “transpose”.
The energy for the expansion point, V (x0), may be taken as zero, and the
first derivative is zero since x0 is a stationary point. Consequently, (C.6.1)
becomes

V (∆x) =
1

2
∆xT k ∆x . (C.6.2)

k is a 3N × 3N matrix called the force constant matrix or Hessian matrix
(N is the number of atoms in the molecule) and its elements are the second
derivatives of the electronic potential energy with respect to the coordinates
of the nuclei at the equilibrium geometry

kij =

(
∂2V

∂xi∂xj

)
x=x0

. (C.6.3)

† The total molecular energy is approximately the sum of translational, rotational, vibra-
tional, and electronic energies.
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The nuclear Schrödinger equation for an N -atom system is then[
−

3N∑
i=1

1

2mi

∂2

∂x2
i

+
1

2
∆xTk∆x

]
Ξ(x) = E Ξ(x) (C.6.4)

where mi refers to the atomic mass. By a transformation into a unique set
of mass-dependent spatial coordinates q, so-called vibrational normal coor-
dinates, the 3N -dimensional Schrödinger equation (C.6.4) can be separated
into 3N one-dimensional Schrödinger equations, which are in the form of a
standard harmonic oscillator of unit mass and force constant λi[

− 1

2

∂2

∂q2
i

+
1

2
λiq

2
i

]
Ξ(qi) = Ei Ξ(qi) i = 1, 2, . . . , 3N . (C.6.5)

Each component qi corresponds to a molecular vibration or a “normal mode”
for the system and is associated with a set of harmonic oscillator wave func-
tions Ξ(qi) and energy eigenvalues

Ei,ni
=
(
ni +

1

2

)
hνi ni = 0, 1, 2, . . . (C.6.6)

where ni is the vibrational quantum number and νi =
√
λi/2π is the vibra-

tional frequency for the ith normal mode. Six/five of the frequencies νi of a
non-linear/linear molecule should be zero or very close to it corresponding to
the translational and rotational modes. The remaining 3N − 6 / 3N − 5 fre-
quencies are the molecular harmonic vibrational frequencies. The zero-point
vibrational energy of a non-linear molecule in the harmonic approximation
is

EZPV =
3N−6∑
i

1

2
hνi . (C.6.7)

Frequency calculations are diagnostic as to the nature of stationary points
on the potential energy surface. If the stationary point is a local or global
minimum on the PES, all normal mode force constants λi are positive. If
the stationary point is not a minimum but a saddle-point, one or more λi
are negative, thus leading to imaginary frequencies. A transition state (TS)
structure is associated with one and only one imaginary frequency and the
corresponding eigenvector (reaction coordinate) leads downhill from the TS
towards an energy minimum (e.g., reactant or product).

The differences between the harmonic oscillator approximation and the
true system are intrinsic to the truncation of the Taylor expansion and will
remain even for an exact level of electronic structure theory. The true poten-
tial energy of, for example, a bond stretch curve is lower than that predicted
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by the parabolic potential of the harmonic approximation. The calculated
harmonic frequency will thus be higher than the true frequency. The vibra-
tional frequencies calculated at the HF level are systematically too high by
about 10% due to overestimation of bonding in the HF theory. Therefore,
they are often scaled by a factor of ca. 0.89–0.91 to partly compensate these
systematic errors. Inclusion of electron correlation normally decreases the
vibrational frequencies. For example, MP2 shows significant improvement
over HF—the anharmonicity can be approximately accounted for by scaling
the MP2 harmonic frequencies by ca. 0.94–0.97. CCSD(T) and some of the
hybrid density functionals in DFT, such as B3LYP and B3PW91, are even
more accurate with scaling factors of ca. 0.95–0.99. The value of the scal-
ing factor depends also on the basis set in addition to the level of electronic
structure theory.

C.6.2 Thermal corrections to energy

Dealing with collections of molecules in order to calculate macroscopic, mea-
surable properties of matter requires the use of statistical mechanics. As
thermodynamic properties can often be calculated with about the same accu-
racy with which they can be measured, computations are often an attractive
alternative to experiments.

The fundamental function in statistical mechanics is the partition func-
tion Z that encodes the statistical properties of a system in thermodynamic
equilibrium. Z is a function of temperature and other parameters, such as
the volume V enclosing a gas. Most of the thermodynamic functions of the
system (e.g., internal energy, free energy, entropy, and pressure) can be ex-
pressed in terms of the partition function or its derivatives. There are actually
several different types of partition functions, each corresponding to a differ-
ent type of statistical ensemble. The canonical partition function applies to
a canonical ensemble, a collection of systems which have the same temper-
ature, volume, and number of particles, and which are allowed to exchange
energy (as heat) with the environment. The canonical partition function for
a single particle is

z =
all states∑

i

e−εi/kBT (C.6.8)

where εi is the energy of the state i and kB is Boltzmann constant. In-
creasing the temperature T means increasing population of the upper energy
levels which, for one, is reflected in the increasing value for z. For a system
of N identical indistinguishable particles (e.g., gas particles), the partition
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function is

Z =
zN

N !
. (C.6.9)

In order to calculate z, all possible quantum states are needed. Because
the energy of a molecule can be approximated as a sum of terms involving
translational, rotational, vibrational, and electronical states

ε = εtrans + εrot + εvib + εelec , (C.6.10)

the partition function can be written as a product of various terms as

z = ztranszrotzvibzelec . (C.6.11)

Therefore, partition function for each contribution can be assessed individ-
ually. As calculating the thermodynamic functions such as enthalpy and
entropy involves taking the logarithm of z (Z)

H = kBT
2

(
∂ lnZ
∂T

)
V,N

+ kBTV

(
∂ lnZ
∂V

)
T,N

S = kBT

(
∂ lnZ
∂T

)
V,N

+ kBT lnZ ,

(C.6.12)

the values of these functions consist of sums of values for individual terms
H = Htrans +Hrot +Hvib +Helec

S = Strans + Srot + Svib + Selec .
(C.6.13)

For one mole of non-linear, non-interacting ideal gas particles, the enthalpy
terms are (R is the gas constant)

Htrans =
5

2
RT

Hrot =
3

2
RT

Hvib =
Rh

kB

3N−6∑
i=1

νi

(
1

2
+

1

ehνi/kBT − 1

)
Helec = 0 .

(C.6.14)

In (C.6.14), it is assumed that the first and higher electronically excited states
are entirely inaccessible. The expression for Hvib is valid within the harmonic
oscillator approximation and is comprised of two parts: the first part consists
of the zero-point energies and the second part, that depends on temperature,
is a contribution from molecules which are not in the vibrational ground
state. Thus, the total enthalpy at temperature T is a sum of total electronic
energies defined in (C.1.14) and the terms in (C.6.14).
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C.7 Compound methods
A desirable goal in thermochemistry is to compute a thermodynamic en-
ergy such as enthalpy of formation or proton affinity with “chemical accu-
racy”, which generally means an accuracy of ±1 kcal mol−1 as compared
to experimental data. In principle this accuracy can be achieved by high-
level methods such as CCSD(T) and QCISD(T) with large basis sets but
these calculations are computationally too expensive to be practical except
for very small molecules. To allow accurate calculations on molecules con-
taining several nonhydrogen atoms, various compound methods have been
developed.323 These methods consist of a number of predefined component
calculations whose results are combined together with empirical corrections
in a specified matter. Two such families of methods, namely the Gaussian-n
(Gn) methods324 and the Complete Basis Set (CBS) methods325 were applied
in this thesis and are reviewed here. The main difference between them is
the way they try to extrapolate the correlation energy.

C.7.1 Gaussian-n methods

In the G1, G2, and G3 methods326–329 as well as their variants,200,201,330–332
the “complete correlation, complete basis set” total energy limit of molecular
species is approached by using relative small basis sets, additivity approxima-
tions, and empirical corrections. Let us consider the G3 method329 as an ex-
ample. In it, the total energy is effectively calculated at the QCISD(T,full)/-
G3large level but in much less CPU time than required by such a calculation.
Above, G3large is an improved version of the 6-311+G(3df,2p) basis set and
the symbol ’full’ means that the calculation includes all electrons instead of
the valence electrons in the treatment of electron correlation†.

In the G3 method, an initial equilibrium geometry of a species is obtained
at the HF/6-31G(d) level. This geometry is used to calculate harmonic fre-
quencies which are scaled by a factor of 0.8929 and used to evaluate the
zero-point energy and, when desired, thermal effects. The final equilibrium
geometry used in various subsequent high-level single-point energy calcula-
tions is optimized at the MP2(full)/6-31G(d) level. The total energy at 0 K
(the G3 energy) is calculated as

E0
G3 = EMP4/d + Eplus + E2df,p + EQCI

+ EG3large + ESO + EHLC + EZPV .
(C.7.1a)

† Often only the valence electrons are included in the computational treatment of electron
correlation. This is called the frozen core approximation. It saves CPU time and is often
a reasonable approximation because much of the chemistry that one is interested in is
localized around the valence band.
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Here EMP4/d = E
[
MP4/6-31G(d)

]
is a so-called base energy which is mod-

ified by a series of corrections from additional calculations: a correction for
diffuse functions

Eplus = E
[
MP4/6-31+G(d)

]
− E

[
MP4/6-31G(d)

]
, (C.7.1b)

a correction for higher polarization functions

E2df,p = E
[
MP4/6-31G(2df,p)

]
− E

[
MP4/6-31G(d)

]
, (C.7.1c)

a correction for correlation effects beyond fourth-order perturbation theory

EQCI = E
[
QCISD(T)/6-31G(d)

]
− E

[
MP4/6-31G(d)

]
, (C.7.1d)

a correction for larger basis set effects and for the non-additivity

EG3large = E
[
MP2(full)/G3large

]
− E

[
MP2/6-31G(2df,p)

]
− E

[
MP2/6-31+G(d)

]
+ E

[
MP2/6-31G(d)

]
.

(C.7.1e)

ESO is the spin-orbit correction term taken from experiments or accurate the-
oretical calculations, whereas EHLC is a term for “higher level correction” to
take into account remaining (basis set) deficiencies in the energy calculations

EHLC = −Anβ −B(nα − nβ) . (C.7.1f)

In (C.7.1f), nα and nβ are the number of α and β valence electrons, respec-
tively. The A and B values are chosen to give the smallest average abso-
lute deviation from experiment for the G2/97 test set.333,334 For molecules,
A = 6.386 mEh and B = 2.977 mEh in the G3 theory.

The MP4 calculations are the most time-consuming steps in the G2 and
G3 methods and limit their applicability to rather small molecules. The
G2(MP2) and G3(MP2) methods200,330 are modifications of G2 and G3; they
replace MP4 calculations with MP2 calculations thereby allowing somewhat
larger molecules to be treated. The G3//B3LYP and G3(MP2)//B3LYP
methods201 are variations of the G3 and G3(MP2) methods. In them, the
geometries and zero-point energies are obtained at the B3LYP/6-31G(d)
level. Table C.1 shows performance of various Gn methods in the G2/97
test set.201,330 For comparison, the mean absolute deviation at the B3LYP/6-
311+G(3df,2p)//B3LYP/6-31G(d) level of theory† using a scale factor of 0.96
† The notation level2/basis2//level1/basis1 indicates that the energy is calculated at the
level2/basis2 level of theory using the geometry optimized at the level1/basis1 level of
theory. High-level calculations are often carried out using geometries optimized at a lower
level since geometries are usually much less sensitive to the theoretical level than relative
energies.
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for zero-point energies is 5.5 kJ mol−1 for the 8 proton affinities and 13.8 kJ
mol−1 for all 299 energies in the G2/97 test set.201

Table C.1. Comparison of mean absolute deviation (kJ mol−1) from 299
experimental values for enthalpies of formation, ionization potentials, elec-
tron affinities, and proton affinities in the G2/97 test set.201,330

Type G2 G2(MP2) G3 G3(MP2) G3(MP2)//B3LYP
Proton affinitiesa 4.5 3.2 5.6 4.3 3.7
All 6.2 7.9 4.2 5.4 5.2
a The G2/97 test set contains the proton affinities of H2, NH3, H2O, C2H2, SiH4,
PH3, H2S, and HCl.

C.7.2 Complete basis set methods

Whereas the Gn methods assume basis set additivity and add an empiri-
cal correction to recover some of the remaining correlation energy, the CBS
methods try to explicitly extrapolate the value of correlation energy to the
complete basis set limit.199,335–338 The main part of the correlation energy is
due to electron pairs (i.e., those described by double excited configurations)
and is reasonably well described at the MP2 level (p. 165 in ref 308). The
MP2 energy at the limit of complete basis set is estimated by employing
the asymptotic convergence of pair natural orbital expansions. Empirical
corrections are also involved due to remaining correlation effects.

The CBS-4M model chemistry199 employes the very fast UHF/3-21G(d)
method for geometry optimization and zero-point energies. This makes stud-
ies of large and flexible molecules practical.337 However, the UHF/3-21(d) ge-
ometries are sometimes inaccurate, which in many cases leads to large errors
in the final results. Further, CBS-4M uses a large basis set SCF calculation as
a base energy and an MP2 calculation with complete basis set extrapolation
to correct the energy through second order. An MP4(SDQ)/6-31G calcula-
tion is used to approximate higher order contributions. The model includes
some additional empirical corrections, too. The mean absolute deviation of
the CBS-4M method is 7.3 kJ mol−1 for the eight proton affinities and 13.6
kJ mol−1 for all energies in the G2/97 test set.199
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C.8 Continuum solvation models

All computational methods presented so far have considered isolated, non-
interacting molecular species. In fact, molecules in the gas phase at low to
moderate pressures may be treated as such species. This facilitates theo-
retical treatment substantially. However, most chemical processes occur in
solution. The solvent can have a major effect on molecular properties and
reactions (equilibrium and rates). Especially, the relative populations of dif-
ferent conformations of a molecule in solution may vary substantially from
those in the gas phase.

Methods for evaluating the effect of a solvent may broadly be divided
into explicit and implicit ones. Explicit models include individual solvent
molecules whereas implicit models ignore the molecular structure of the
solvent. The solvent is rather represented as a structureless homogeneous
medium. The explicit models are clearly more physically realistic but due to
the huge number (hundreds or thousands) of solvent molecules needed to de-
scribe solvation properly, these models are usually impractical to be treated
with quantum mechanics within the confines of present computational re-
sources. The implicit solvation models, also called continuum solvation mod-
els, are more practical and may be accurate enough if the role of the solvent
is merely to act as a continuous medium bathing the solute. The second ad-
vantage of continuum solvation models is that they provide a very accurate
way to treat the strong, long-range electrostatic forces that dominate many
solvation phenomena. A considerable variety of continuum solvation models
has been proposed.

The most important fundamental quantity describing the interaction of
a solute with a surrounding solvent is the standard Gibbs free energy of
solvation ∆G−◦solv. It is the free energy change to transfer a molecule from
vacuum to solvent at some standard state conditions and can be considered to
have three main components (although they are not separate thermodynamic
observables):

∆G−◦solv = ∆G−◦cav + ∆G−◦vdW + ∆G−◦elec . (C.8.1)

The first term on the right-hand side of (C.8.1), ∆G−◦cav, is the cavitation en-
ergy. It is the free energy cost associated with the work to form cavities in the
solvent that are occupied by the solute molecules. The van der Waals contri-
bution ∆G−◦vdW results from favorable dispersion interactions ∆G−◦dis between
the solute and solvent and a repulsion contribution ∆G−◦rep. The cavitation
and van der Waals energies are often combined and usually assumed to be
proportional to the surface area of the cavity. They can be parameterized by
fitting to experimental solvation energies.
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∆G−◦elect in (C.8.1) accounts for electrostatic interactions between the charge
distribution of the solute and the dielectric medium (solvent) characterized
by its dielectric constant ε. This contribution is always non-positive and par-
ticularly important for polar and charged solutes. The electrical moments of
the solute induce polarization in the surrounding medium, which in turn gen-
erates an electric field (also called the ’reaction field’) at the solute molecule.
Thus, a term describing the interaction between the solute and the reaction
field should be included in the solute Hamiltonian as

H = H(0) +
1

2
VRF(Ψ) (C.8.2)

where H(0) is the Hamiltonian for an isolated molecule and VRF(Ψ) is the
potential energy operator associated with the reaction field†. As VRF depends
on the wave function Ψ, the corresponding Schrödinger equation is nonlinear.
Iterative solutions are referred to as self-consistent reaction-field (SCRF)
calculations. Many SCRF models exist. They differ in how the size and shape
of the cavity that contains the solute is chosen and how VRF is calculated.

In the COSMO formalism219 (COSMO stands for ’conductor-like screen-
ing model’), calculation of ∆G−◦elect starts by forming a molecular shaped
cavity within the dielectric continuum. The charge distribution of the solute
polarizes the dielectric medium whose response is described by the generation
of screening charges on the cavity surface. Due to the non-analytical nature
of the cavity shapes, it is necessary to find the solute–solvent interaction
potential energy term (VRF) numerically. In these respects COSMO resem-
bles the famous polarized continuum model (PCM).339,340 However, in the
COSMO formalism the screening charges are initially calculated using the
condition that the surrounding medium is conducting having an infinite di-
electric constant. The charges are finally scaled by a factor of (ε−1)/(ε+0.5)
to recover the effects of the finite dielectric constant ε of the medium. Such
a procedure simplifies the electrostatics calculations considerably and makes
COSMO computationally fast. Accounting for nonelectrostatic effects with
the original COSMO formulation tends to be ad hoc, but a novel statistical
scheme, called COSMO for real solvents (COSMO-RS), has been proposed
to compute the full solvation free energy for neutral solutes.341,342

In addition to the three components of ∆G−◦solv presented in (C.8.1), there
may be explicit terms for other contributions. For example, terms for spe-
cific structural interactions between the solute and solvent molecules such
as hydrogen bonding ∆G−◦hb can be included. Changes in molecular mo-
† The factor of 1/2 in (C.8.2) derives from assuming a linear response of the surrounding
medium to the solute’s charge distribution. Half of the induced favorable solute–solvent
interaction is canceled by the cost of polarizing the solvent.
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tions on going from the gas to the solution phase also contribute by a term
∆G−◦mm = −RT ln(zA(sln)/zA(g)), where zA(sln) and zA(g) are the molecular par-
tition functions of solute A in the solution and in the gas phase, respectively,
at the temperature T and the standard state concentration 1 M both in the
gas phase and in solution. If a vibrational frequency calculation is done in
both phases, one can calculate ∆G−◦mm, but most commonly it is omitted
assuming that its contribution is negligible.

To find the theoretical value for the equilibrium constant for a reaction (or
conformational equilibrium) in solution at the desired temperature, one starts
by calculating the gas-phase ∆G−◦(gas) for the process. Then one calculates the
∆G−◦solv for each reactant and product (or conformers) and combines these
values with ∆G−◦(gas) to find ∆G−◦(sol) for the process in solution. The molecular
geometries should be reoptimized in the presence of the reaction field, but
this step is sometimes omitted because changes in geometry when going from
the gas phase to the solution phase are usually small. For isomerizations and
conformational changes, it is usually a good approximation to assume that
the species have nearly the same cavitation and van der Waals contributions.
Consequently, these contributions will essentially cancel and need not be
calculated.

C.9 Molecular mechanics methods
Classically a molecule can be thought as being a set of balls connected by
springs. The balls represent the atoms of various masses and the springs the
various forces acting between the atoms. This model is the basis of the MM
methods, also called force field (FF) methods. The MM methods neglect
the electrons as individual particles and the quantum aspects of the nuclear
motion. Instead, the energy of a molecule is expressed as a sum of terms
which desribe the energy needed to distort the molecule in a specific fashion

EMM = Estr + Ebend + Etors + Eel + Evdw + Ecross . (C.9.1)

Estr is the energy function for stretching a bond between two atoms, Ebend

represents the energy required for bending a bond angle, and Etors is the
torsional energy for rotation around a bond. Eel and Evdw represent the
electrostatic and van der Waals energies. Ecross covers coupling between the
other terms, but usually only between the first three terms. For example, in
water molecule the lowest energy O−H bond distance depends on the bond
angle, and this effect cannot be taken into account without including a term
that depends on both bond length and angle. Cross terms are part of all FFs
designed to achieve a high accuracy.
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Each potential energy term in (C.9.1) is a parametric function of nuclear
coordinates and a specified set of these functions comprises a force field.
The FF parameters are determined by data from experiments or ab initio
electronic structure calculations. The simplest possible energy function for
stretching a bond between atom types A and B† around a “natural” bond
length b0 (a parameter) is that of a harmonic oscillator

EAB
str = k2(b− b0)2 (C.9.2)

where k2 is the “force constant” (a parameter) for the A−B bond. Eq. (C.9.2)
is sufficient for most equilibrium geometries but if more accurate results are
desired, the functional form has to be improved, for example, by including
higher-order (cubic, quartic, etc.) terms

EAB
str = k2(b− b0)2 + k3(b− b0)3 + k4(b− b0)4 + . . . (C.9.3)

General expressions for other energy terms can be found, for example, in refs
238 and 308.

The MM calculations in this thesis were performed using the COMPASS
(Condensed-phase Optimized Molecular Potentials for Atomistic Simulation
Studies) force field.212 The functional form of COMPASS is

EMM =
∑
b

[
k2(b− b0)2 + k3(b− b0)3 + k4(b− b0)4

]
+
∑
θ

[
k2(θ − θ0)2 + k3(θ − θ0)3 + k4(θ − θ0)4

]
+
∑
φ

[
k1(1− cosφ) + k2(1− cos 2φ) + k3(1− cos 3φ)

]
+
∑
χ

k2χ
2 +

∑
b,b′

k(b− b0)(b′ − b′0) +
∑
b,θ

k(b− b0)(θ − θ0)

+
∑
b,φ

(b− b0)
[
k1 cosφ+ k2 cos 2φ+ k3 cos 3φ

]
+
∑
θ,φ

(θ − θ0)
[
k1 cosφ+ k2 cos 2φ+ k3 cos 3φ

]
+
∑
θ,θ′

k(θ − θ0)(θ′ − θ′0) +
∑
θ,θ′,φ

k(θ − θ0)(θ′ − θ′0)cosφ

+
∑
i,j

qiqj
rij

+
∑
i,j

εij

[
2

(
r0
ij

rij

)9

− 3

(
r0
ij

rij

)6
]

(C.9.4)

† The atom type depends on the atomic number and the type of chemical bonding it is
involved in.
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where the valence terms represent internal coordinates of bond (b), angle (θ),
torsion angle (φ), and out-of-plane angle (χ) and the cross-coupling terms
include combinations of two or three internal coordinates. The nonbond in-
teractions include a coulombic function for an electrostatic interaction and a
Lennard-Jones 9-6 function for the van der Waals interaction.212 The COM-
PASS force field is parameterized to predict both intramolecular properties
for isolated molecules and intermolecular properties for molecules in con-
densed phases. The parameterization is based on a combined ab initio and
empirical procedure. The root mean square deviation of calculated structural
parameters (bond lengths and angles), vibrational frequencies, and confor-
mational energies from experimental values in a set of 178 common organic
molecules are approximately 1%, 41 cm−1, and 1.6 kJ mol−1, respectively.212

FF methods have difficulties in describing the electrostatic interaction
properly. At the lowest approximation, this interaction may be modeled
by assigning point charges to each atom center or bond dipole moments to
each bond. The atomic charges may be treated as fitting parameters. More
commonly their values are based on fitting to the electrostatic potential cal-
culated by electronic structure methods; these charges are called electro-
static potential (ESP) charges. In the MM calculations for this thesis, the
atomic charges of the molecules were determined by the charge equilibra-
tion (QEq) method213 as implemented in the Forcite molecular mechanics
module in Materials Studio (Accelrys Software Inc.). The QEq approach
uses only experimental atomic ionization potentials, electron affinities and
atomic radii to predict the atomic charges, and leads to charge distributions
in excellent agreement with those obtained from ESPs of accurate ab initio
calculations.213

When studying time-independent phenomena, FF calculations are used
to predict minimum energy geometries, relative stabilities, and barriers for
interconversion of different conformations. The numerical value of the FF
energy by itself has no meaning. It can be regarded as the steric or excess
energy relative to a hypothetical molecule with non-interacting fragments.
Instead, relative energies of different conformations of the same molecule can
be calculated directly by comparing the EMM values.

The main advantage of the FF methods with respect to electronic struc-
ture methods is that the calculations are several orders of magnitude faster.
Therefore, large systems containing thousands or even millions of atoms can
be treated. In addition, the non-bonded, especially van der Waals inter-
actions which are very difficult to calculate reliably by electronic structure
methods, can be modeled properly by the FFs. A downside of the FF methods
is that they are traditionally inherently unable to describe the details of chem-
ical reactions with bond breaking/formation and rehybridization of atoms
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which require modeling the rearrangement of electrons. An exception is the
ReaxFF force field343 which allows for continuous bond breaking/formation.
As the FF parameters are often optimized to predict properties for certain
classes of molecules, unusual molecules may be poorly represented. It is not
possible to assess the quality of the results without comparison with cal-
culated results on similar types of molecules for which experimental data
exists.

There exist many different FFs today. Three main aspects in which they
differ are the functional form of each energy term, the number of cross terms
included, and the type of information used for fitting the parameters. In
one class are the generic FFs that in the extreme case can in principle cover
molecules composed of elements from the whole periodic table. Such an FF
is, for example, the Universal Force Field (UFF).344 Because of the general-
ity of the parameterization and simple functional forms, these FFs normally
yield reasonable predictions of molecular structure only. Another class in-
cludes FFs that are designed primarily to treat large biomolecules with a
better accuracy. The functional forms are kept as simple as possible and no
cross terms are included. AMBER345 and CHARMM346 are examples of such
force fields. The third class of FFs strives to accurately reproduce a number
of molecular properties such as structures, conformational energies, vibra-
tional frequencies, and heats of formation of small to medium size molecules.
Achieving this goal requires complicated functional forms and cross terms.
Force fields such as MM2,347 MM3,348–350 CFF93,351 and MMFF352 belong
to this class.
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