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1
I N T R O D U C T I O N

To build a solar cell, one needs a material capable of transforming the
energy of sunlight to electrical potential and current. This property

is found in some semiconductors, for example in the conventionally
used silicon and in novel materials made from organic compounds and per-
ovskites. In these photovoltaic materials, photons from sunlight can excite
electrons to energy levels where they are free to move and be extracted. The
vacancies left by electrons, called holes, also contribute to the created cur-
rent.

For solar cells, four processes are crucial to optimize: generation, recombi-
nation, transport, and extraction. Generation is the process in which a pho-
ton produces free charge carriers, and can involve several steps, as is the case
for organic semiconductors. These often consist of a blend of two materi-
als, and the excited electron-hole pair needs to find the interface between the
two materials in order to separate and be extracted in different directions, as
illustrated in Figure 1.1. Recombination is the inverse process of generation,
where free charge carriers are lost as they return to their ground state.

+
+

+++
+

- -
-
---

DonorAcceptor

A
node

C
athode

Phot
on

Figure 1.1: Schematic of an organic bulk-heterojunction solar cell, made from a
blend of two materials. A photon creates an electron-hole pair which is
separated at the interface of the materials, after which electrons and holes
are transported and extracted separately.
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1.1 photovoltaic semiconductors 2

In a solar cell under illumination, not connected to an external circuit,
both generation and recombination occur. Charge carriers are generated and
move randomly in the material until they inevitably recombine. All mea-
surement techniques presented in this thesis are performed close to these,
so-called open-circuit, conditions. In order to utilize charge carriers for elec-
tricity they must be transported to contacts, and from there extracted to an
external circuit. The contacts can impact the behaviour of the solar cell sig-
nificantly. As this work aims to present methods for studying the properties
of the photovoltaic material in itself, I focus on open-circuit conditions and
less on the impact of contacts.

To glean insight into the physics of photovoltaic materials I have used
spectroscopic methods, specifically in forms that employ a periodically vary-
ing signal. These modulation spectroscopies achieve higher sensitivity to the
measured quantity, such as absorption or luminescence, than an unmodu-
lated measurement. All presented data come from organic semiconductor
blends.

1.1 photovoltaic semiconductors

A set of isolated atoms offers states for several electrons with identical energy
relative to vacuum. If the atoms are brought in close contact, the identical
energy levels will split to avoid violating the Pauli exclusion principle. These
states, close to each other in energy, form a continuous band. The manner in
which electrons will occupy a given energy interval is described by the Fermi-
Dirac distribution

F (E) =
1

exp [(E − EF)/kT ] + 1
, (1.1)

whereEF is the Fermi level, k is the Boltzmann constant, andT is the temper-
ature in Kelvin. The form of the distribution is illustrated in Figure 1.2. At
E = EF half of the states are occupied, and going to lower (higher) energies
the probability of a given state being occupied rapidly approaches 1 (0). For
a semiconductor, EF falls in a gap between bands, while for a conductor it
falls in a continuous band [1]. For a conductor EF determines the work func-
tion Φ, defined as the difference in energy between the vacuum level and EF.
The vacuum level is here defined as the energy of an electron just outside the
surface, still affected by any electric potential of the solid.
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EF
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Density Valence band

Conduction band

EV

Figure 1.2: Illustration of the electron
(filled blue circles) distribu-
tion in a semiconductor.

In a semiconductor an energy
gap EG separates the excited states
from the ground states. The states
below and above the gap form the
valence and conduction bands (de-
limiting the gap with the edges EV
and EC). If the band gap is nar-
row enough, an electron in the va-
lence band can be promoted to the
conduction band by absorbing sun-
light. Any excess energy will be lost
via interaction with the lattice. In
the nearly empty conduction band, electrons are free to move and form an
electric current. In the valence band, the vacancy left by the electron can be
treated as a particle with charge +e, a hole. With optimized device design a
large portion of free charge carriers can be extracted and used for electrical
energy, instead of decaying back to the ground state.

The densities of electrons and holes can, at thermal equilibrium in the
dark, be described as [2]

ne = NC exp
(︃
−EC − EF

kT

)︃
(1.2)

nh = NV exp
(︃
−EF − EV

kT

)︃
, (1.3)

where NC (NV) is the effective density of states in the conduction (valence)
band. The equation requires kT ≪ EG and ne(h) ≪ NC(V). In an intrin-
sic semiconductor, where all free electrons originate from the valence band,
ne = nh = ni, where ni is the intrinsic density generated by thermal energy.
Therefore, at equilibrium in the dark,

nenh = n2i = NCNV exp
(︃
−EG

kT

)︃
. (1.4)

An operating solar cell will, in addition to ni, have photogenerated charge
carriers. The photogenerated carriers will rapidly thermalize and find ther-
mal equilibrium within the carrier populations in the bands [3]. Hence, they
will follow a Fermi-Dirac distribution, but with the Fermi levels shifted to-
wards the bands, to so-called quasi Fermi levels. The two quasi Fermi levels,
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EFC for the electrons in the conduction band and EFV for the holes in the
valence band, describe the densities as

ne = NC exp
(︃
−EC − EFC

kT

)︃
, nh = NV exp

(︃
−EFV − EV

kT

)︃
(1.5)

nenh = n2i exp
(︃
EFC − EFV

kT

)︃
. (1.6)

The value EFC − EFV is called the quasi Fermi level splitting (QFLS). Chap-
ter 3 discusses a method for determining QFLS.

1.2 working principle of a solar cell

Charge carriers created homogenously in a photovoltaic semiconductor film
do not have any incentive to move in a specific direction to create currrent.
Adding two carefully chosen materials as contacts on each side of the film
transforms the device into a solar cell. In the simplest case, a single photo-
voltaic material is sandwiched between two contacts. One of the contacts,
the cathode, is often made from a metal with a Fermi level Ecat

F close to, but
below, the conduction band edge EC of the semiconductor. A cathode with
a Fermi level belowEC readily accepts electrons, as that will give them a small
drop in energy. On the other side of the semiconductor, the anode works on
the same principle, but in reverse, with a Ean

F slightly above the semiconduc-
tor valence band drawing holes out of the photovoltaic material. To under-
stand how holes move, it is useful to consider them always striving towards
higher-energy states, in opposite direction to electrons. The potential differ-
ence between the cathode and the anode drives electrons and holes into the
external circuit, where they can be used to perform work.

The Fermi level depends both on the density of electrons and any electric
potential present. As gradients both in potential and density will drive trans-
port (drift and diffusion, respectively), EF is related to charge carrier move-
ment. It can be shown that a gradient in the Fermi level will always lead to
a current, so materials in equilibrium will have constant Fermi levels across
their interfaces [3]. The Fermi levels align by moving electrons to shift the
electrostatic potentials.

An illustration of a photovoltaic semiconductor in the dark, before and
after attaching the contacts, is shown in Figure 1.3a–b. The contacts are not



1.2 working principle of a solar cell 5

Vacuum level

�an

A
node

C
athode

EV

EC

EF

EV

EC

EFC

EFV

�cat

EV

EC

EFV

qVOC

a) In dark, before contact b) In dark, at equilibrium

c) Moderate light intensity, 
VOC limited by QFLS 

d) Hight light intensity, 
VOC limited by electrodes 

EV

EC

EF

EF

EFC

�cat

�cat

�cat

�cat

�an�an

�an

�an

qVOC

cat

EF
an

�an

�an

�an

�cat

�cat�cat

Figure 1.3: Energy levels for the materials in the dark (a) before and (b) after con-
necting the contacts to the semiconductor (no external circuit). (c) An
illuminated solar cell where VOC is limited by QFLS. (d) The cell under
higher light intensity, where the electrodes limit the VOC.

connected to an external circuit, i.e. the device is at open-circuit conditions.
In this discussion I focus on the cathode and assume full symmetry with the
processes illustrated at the anode. After contact, electrons will transfer from
the cathode to the lower-energy anode, leading to a negative charge at the an-
ode and a positive charge at the cathode. The charges create an electric field
that raises the potential energy of the anode and lowers the energy of the cath-
ode. When the contacts have reached the same energy the Fermi level will be
constant throughout the device, but both the conduction and valence bands
will have gradients due to the field. The band gap remains constant through-
out the process, as does the difference in energy between EF and EC, called
injection barrier φcat.
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Illuminating the device generates additional charges, described by two
quasi Fermi levels. It is energetically unfavourable for holes to be injected
from the cathode, as they see a high barrier to the valence band, and it is un-
likely that holes reach the cathode from the semiconductor, as it has a slope
encouraging drift towards the anode. Therefore, the carriers crossing the
cathode-semiconductor interface to establish equilibrium are mainly elec-
trons. Thus, the cathode will align with EFC and anode with EFV, as illus-
trated in Figure 1.3c. As EFC lies higher than EF in the dark, equilibrium will
be reached with a higher Ecat

F , meaning less steep slopes for EV and EC.

The voltage produced by the solar cell will equal the voltage between one
contact at EFC and one at EFV. As the sample is at open-circuit conditions,
we get an expression relating the ideal open-circuit voltage to the potential
difference between the quasi Fermi levels, VOC = VQFLS.

Further increasing the light intensity widens the QFLS. Eventually the
slope of EC will flatten out, halting the inflow of additional electrons to the
cathode and thereby the increase in Ecat

F . Any higher EFC can not be utilized
by the cathode. Instead, an increase ofEFC into the gap betweenEcat

F andEC
will lead to EFC remaining higher than Ecat

F throughout most of the device
[4]. This situation is illustrated in Figure 1.3d. Close to the cathode electrons
will be extracted despite the constant EC, giving a quasi Fermi level that dips
down towards Ecat

F [5]. The potential difference between anode and cath-
ode will be defined by the injection barriers as VOC = EG − φcat − φan =

Φan − Φcat.

In order to avoid the situation where VOC becomes limited by the con-
tacts’ work functions, interlayer materials are often used. These are chosen
so thatEcat

F becomes closer toEC. This can be achieved e.g. by adding an elec-
tric dipole at the interface [6].

1.3 characteristics of the solar cell device

To characterize solar cells a JV-curve is often measured. This curve shows
what the current density output J of the solar cell is at different voltages. An
example is shown in Figure 1.4. The current density obtained at V = 0,
when the solar cell electrodes are essentially connected to each other with-
out any resistance, is called the short-circuit current density, JSC. The only
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current available here is the photocurrent, produced by the photogenerated
carriers. When increasing the positive voltage, the current will eventually
change sign as the externally applied voltage will inject large currents through
the device. Applying a negative voltage will, with ideal contacts, not create
any current.

VOC

JSC

J

VDark

Light

Figure 1.4: The current density
versus voltage for a so-
lar cell under light and
in dark. Follows Equa-
tion 1.7.

The point at which no current flows
through the cell, J = 0, is called open-
circuit voltageVOC, and corresponds to the
potential difference present in the device
when it is not connected to an external cir-
cuit. This thesis focuses on making mea-
surements at VOC conditions, as the equi-
librium makes it easier to detangle differ-
ent physical processes in the device. When
the solar cell is in use we want a power out-
put as large as possible. As power is given
by P = VI this point is found where one
can draw a rectangle with as large as possi-
ble area between the JV-curve and the axes.

The solar cell is constructed as a diode, as it blocks current in one direction
and not in the other. To describe the behaviour of the solar cell, one can
therefore use the Shockley ideal diode equation with the addition of a term
JL, accounting for the photocurrent [7].

J (V ) = J0(exp (V/kT )− 1)− JL, (1.7)

where J0 is called the dark saturation current. At J = 0 we can solve for
voltage and receive VOC = kT ln (J0 + JL). This simple temperature de-
pendence is not always what is observed, as discussed in Paper IV, where we
measured aVOC that first increased with decreasing temperature but started
to drop at low temperatures. This was attributed to contact effects.

To construct an efficient solar cell, we want as many incoming photons
to result in outgoing electrons as possible. This is described by the external
quantum efficiency (EQE), defined as the number of electrons extracted per
photons incident on the cell. An EQE of 1 can never be reached as a material
capable of producing electron-hole pairs from photons must necessarily ex-
perience the reverse process, i.e. radiative recombination. This is due to the
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principle of detailed balance, stating that, in thermodynamic equilibrium, a
process must be in equilibrium with its inverse [8, 9]. Carriers can also be lost
to non-radiative recombination, but there is no fundamental requirement
for it to occur. Finding solutions which suppress these processes is therefore
of great interest in the field [10–12].

1.4 recombination

The process in which photoexcitations are lost as electrons return to the va-
lence band is called recombination. The properties of the carriers involved
impact how the recombination rate scales with carrier density. A first order
process, where the recombination rate is directly proportional to the elec-
tron density, can occur when an electron and hole created by the same pho-
ton recombine. This process is generally called geminate or, as in this work,
monomolecular recombination (Figure 1.5a). The rate at which monomolec-
ular recombination decreases the carrier density can be written dn/dt =

−n/τ, where τ is a lifetime.

If an electron and a hole moving freely meet and recombine, the process is
called non-geminate or (direct) bimolecular recombination (Figure 1.5b). As
the process requires an electron and a hole to meet, its rate is proportional to
both electron and hole densities. For photogenerated charge carriers, these
densities are equal and decay as dn/dt = −βbimn2, with βbim called the bi-
molecular recombination coefficient. In organic semiconductors βbim is of-
ten decribed by Langevin theory, giving the value βbim = e(μe + μh)/εrε0,
where e is the elementary charge, μe (μh) the electron (hole) mobility, and
εr (ε0) the relative (vacuum) permittivity [13, 14]. If the recombination event
involves three carriers, as in Auger recombination, the rate will depend on
the density to the power three, n3 [2]. Non-integer powers of the density
can arise from restrictions of movement, such as dn/dt ∝ n2.5 for two-
dimensional bimolecular recombination[15]. In general, we can describe re-
combination via a recombination coefficient b and an arbitrary reaction or-
der δ.

dn
dt

= −bnδ . (1.8)

Most semiconductors have some states available in the band gap. These
states are localized to certain positions and can arise from impurities or de-
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viations in the morphology. Such states act as traps for charge carriers, fix-
ing them in a location. Recombination occurring between one free and one
trapped charge carrier is called indirect or trap-assisted recombination (Fig-
ure 1.5c). The rate for this recombination type is directly proportional to the
product of the densities of trapped and free carriers (of opposite charge),
∝ nnt.

EC

EV

a) Monomolecular b) Direct bimolecular c) Trap-assisted d) SRH description

Thermal
generation

Escape

Recom-
bination

Trapping

Figure 1.5: Illustration of (a–c) different recombination types and (d) the rates used
in SRH statistics to calculate densities of trapped carriers.

To describe the density of trapped carriers we can as an approximation as-
sume that they follow the quasi Fermi levels. As an example, consider traps
distributed exponentially, so that their density below the conduction band
decreases with decreasing energy as Nt/Ech exp (E−EC

Ech
) (with a symmetric

distribution for holes above the valence band). Here, Ech is the characteris-
tic energy giving the mean trap depth and Nt the total trap density. For this
case, Westerling et al. have derived the expression nt = Nt(n/N ∗

C), relating
the densities of trapped and free carriers [16]. Here, N ∗

C = NC(
kT
w )(1 −

exp (−w/kT )), with the states forming the conduction band distributed
evenly in an interval of width w. The derivation of the expression requires
thatEch ≫ kT . Now, recombination will be proportional tonnt ∝ n1+Ech/kT

[17]. Temperature-dependent reaction orders, in general, are a sign of trap-
assisted recombination.

If we don’t want to assume that the trapped carriers have equilibrated
to a Fermi-Dirac distribution, we can turn to Shockey-Read-Hall (SRH)
statistics [18, 19]. Assume that recombination occurs via two steps, trapping
followed by recombination between trapped carrier and free carrier. The
rate for trapping depends on the density of empty traps and free carriers.
In addition, we need to describe rates for carriers escaping from the traps
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and for being thermally generated. All these rates are illustrated in Figure
1.5d. Both escape and thermal generation rates depend on the energy needed
to move upwards in the energy landscape, included in terms of the form
e−energy difference/kT . The rates are shown in more detail in Paper I and other
works [2, 20]. Including all the rates that affect the density of trapped car-
riers gives a system of equations (one equation per trap depth) that can be
numerically solved. This is the basis for the simulations of trap-assisted re-
combination in Paper I. For the application in the paper, the simulations
will give the same result as the approximation discussed above as long as the
trap depth is significantly deeper than kT .

In addition to bulk processes, accessible with the methods presented in
this work, there may be surface recombination, occurring at the interfaces
between photovoltaic materials and other components.

1.5 organic semiconductors

The interest in photovoltaic semiconductors made from organic compounds
is built on the potential for flexible and cheap solar cells. Recent years have
seen great leaps in efficiency owing to the development of new non-fullerene
acceptors [21, 22]. Organic semiconductors generally have a disordered en-
ergy structure and disordered morphology. Usually, a light-harvesting mate-
rial consisting of a mix of two types of molecules is used, forming a so-called
bulk-heterojunction solar cell. The charge carriers are typically long-lived po-
larons, i.e. electrons and holes accompanied by the geometric distortion they
cause around them.

Organic semiconductors characteristically consist of molecules with a back-
bone of carbon atoms connected by both σ - and π-bonds. The σ -bonds are
localized at specific atoms while the π-bonds on several adjacent atoms form
a continuous space in which electrons become delocalized. A typical example
of such molecules are conjugated polymers, which form long chains along
which the electrons can move. The highest-energy π-orbital occupied in the
ground state is called the highest occupied molecular orbital (HOMO) and
corresponds to the valence band edge. The lowest unoccupied molecular
orbital (LUMO) corresponds to the conduction band edge. For bulk-het-
erojunction blends an effective medium model is sometimes a good approx-
imation. This uses the HOMO level of the donor in combination with the
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LUMO of the acceptor [23].

A significant difference between organic semiconductors and their typical
inorganic counterparts is the lack of an ordered crystal structure [7]. The or-
ganic molecules can have randomness in their distribution, orientation and
number of repeat units. Thus, each molecule experiences a slightly different
surrounding, causing small shifts in the energy levels. Therefore, the bands
do not have sharp edges, instead tails of localized states reach into the band
gap. In addition to the randomness due to spatial variance, there may be addi-
tional localized states arising from defects, such as chemical deviations from
the expected molecular structure. Localized states are called traps if they are
so deep and distributed so sparsely that carriers have a low probability of
leaving them. Often a Gaussian distribution is used to describe states in the
bands and an exponential distribution for the states deeper in the gap [24–
26].

The transport of carriers via localized states can be modelled by so-called
hopping transport. Hopping is based on quantum mechanical tunnelling
between the states [27, 28]. Although this fundamentally differs from the
transport processes in inorganic crystalline semiconductors, using the frame-
work of conduction and valence bands is often useful, for example when
modelling recombination. As this thesis focuses on VOC conditions, trans-
port is not discussed further.

1.5.1 Generation of free charge carriers

When an electron is moved from the HOMO to the LUMO it will not yet be
free, as it is bound by Couloumb interaction to the hole it left behind. This
bound state, called exciton, is a singlet and has a short lifetime. The singlet
(↑↓) will either recombine back to the ground state, flip an electron spin to
become a triplet (↑↑), or separate, so that the charges become free from each
other. Triplets are long-lived and can be observed with photoinduced absorp-
tion [29, 30]. In organic materials free electrons and holes form polarons. A
polaron is a quasi particle, consisting of an electron or a hole combined with
the geometric reorganization of the molecule that the charge causes [31]. Or-
ganic molecules are relatively soft and deform easily, making this a useful
description of organic materials. The existence of strongly bound excitons
is also of importance, specifically in organic semiconductors, due to their



1.6 modulation spectroscopies 12

low relative permittivity (εr commonly between 3 and 4), leading to weak
screening. Inorganic semiconductors typically show much higher values, e.g.
εr = 12 for silicon.

P+

P2

P1

P2

P-

LUMO

HOMO

P1

Figure 1.6: Polaron energy levels
and their optical
transitions, for pos-
itive and negative
polarons.

In papers II and IV we study polarons
with photoinduced absorption. The struc-
tural distortion creates two states in the
band gap, one just below the LUMO and
one just above the HOMO [32]. Polaron
absorption can be identified by the P1 and
P2 transitions, illustrated in Figure 1.6 [33,
34]. The relation 2P1 + P2 = Eg can
aid in the identification of these in a spec-
trum. In addition, a polaron can in or-
dered molecular regions become delocal-
ized, splitting both these energy levels into
two [33].

The need to separate bound excitons is
the reason for organic solar cells usually being constructed from a bulk-
heterojunctions blend. One of the materials has energy levels suitable for
accepting electrons and the other for donating electrons. After the exciton
has reached the acceptor-donor interface and separated, the charges can be
transported separately in each material phase. This is illustrated in Figure 1.1.
To maximize the probability that an exciton will reach the acceptor-donor
interface the materials need to be finely mixed but with phases continuous
enough to allow for transport. Two charges, located on different sides of the
interface, may be bound in a so-called charge transfer (CT) state. The role
of the CT-state as an intermediary step in generation and recombination has
been subject to extensive study [35].

1.6 modulation spectroscopies

The development of modulation spectroscopy in the 1960’s was made possi-
ble by the lock-in amplifier[36, 37]. When given a noisy signal, a lock-in am-
plifier’s job is to filter out the only components which repeat at a frequency
set by the user. Capable of singling out a signal thousands or millions of times
smaller than the noise at other frequencies, the lock-in amplifier has become
a valuable experimental tool [38]. The device is based on the orthogonality of
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sinusoidal functions [39]. This states that averaging the product of two sine
waves with different frequency will give 0 (regardless of the phase). The lock-
in amplifier multiplies the incoming signal, which can be seen as a Fourier
series with a plethora of different frequencies, with a sine wave created from
the frequency specified by the user. The only constant terms in the product
will come from the signal component with that frequency. Filtering out all
time-dependent components will result in only the desired frequency com-
ponent remaining.

The periodic response of the sample can be prompted by various means,
such as light intensity, light wavelength, voltage, temperature, or stress [40].
Regardless of the stimuli, in spectroscopic techniques the output will always
be electromagnetic radiation, either transmitted, reflected, or emitted. Some
setups instead modulate a property of the measurement procedure, such as
the detected wavelength.

Many users of modulation spectroscopy are mostly interested in induc-
ing a small perturbation that influences the spectrum in order to eliminate
featureless background signals and obtain a sharper spectrum[36, 37]. The re-
sult is the derivate of the spectrum with respect to the modulated parameter.
Often a constant modulation frequency and intensity is used. There is how-
ever, additional knowledge to be gained from how the perturbation interacts
with the optical properties. To learn this, one can vary some property of the
modulation itself. This is discussed in more detail for photoinduced absorp-
tion in Chapter 2. The chapter also explores the information available from
a dual-phase lock-in amplifier, giving both the component in-phase with the
modulation and the component 90◦ out of phase.

The other type of modulation spectroscopy discussed in this thesis, electro-
modulated-photoluminescence quantum efficiency, relies on an understand-
ing of how the modulated current density modifies the measured photolu-
minescence. Here we do not strive for a spectrum, rather focusing on the
change in total flux of photons.

1.7 aim and scope of this thesis

The aim of this thesis is to present new ways of characterizing photovoltaic
semiconductors and devices using modulation spectroscopies. Four of the
five papers, which the thesis is based on, concern continuous-wave photoin-
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duced absorption (cwPA). This is an optical pump-probe technique, using a
modulated laser for creating photoexcitations in the material. Although the
technique is routinely used to identify long-lived photoexcitation species in
semiconductors, new insights can be gained from its frequency and intensity
dependence. As cwPA does not require a complete solar cell, only a film of
the photovoltaic material, it offers contact-free access to bulk processes. This
thesis provides new routes to information about recombination, through de-
termining the reaction order, and a toolbox for obtaining reliable cwPA-data
despite imperfect equipment.

The fifth paper presents a new method, electromodulated-photolumine-
scence quantum efficiency, where a solar cell is subjected to a small periodic
voltage while the photoluminescence is measured. Choosing the right volt-
age offset and amplitude gives access to the photoluminescence at open-circuit
conditions, from which we can determine the quasi Fermi level splitting in
the photovoltaic material.

In this work I provide useful tools for interpreting and performing ex-
periments. Knowledge of how to overcome the limitations of experimen-
tal equipment is crucial for the advancement of material physics on a broad
front, by scientists of different backgrounds and access to equipment. I also
hope that, for some readers, this thesis may serve as an entry point into mod-
ulation spectroscopies.



2
C O N T I N U O U S -WAV E P H O T O I N D U C E D
A B S O R P T I O N

Photoinduced absorption is an optical technique based on generating
photoexcitations with one light source and monitoring the absorption

caused by them with another light source. As the change in transmis-
sion due to the photoexcitations is directly proportional to their density, we
gain information about their generation and recombination dynamics. The
advantage of the technique is that it is performed on a photovoltaic film, re-
quiring no contacts. This enables studying the bulk of the material without
the influence of contacts, which can limit extraction and induce recombina-
tion.

In continuous-wave photoinduced absorption (cwPA) the excitations are
continuously generated with a periodically varying intensity. This chapter
presents methods for analysing frequency and intensity dependence and shows
how to correct for experimental limitations. The measurements presented
here were performed on organic semiconductors, in which long-lived charged
excitations, such as polarons, often are of interest. Therefore, the discussion
is focused on charge carriers, but cwPA can also be used to observe neutral
excitations.

Figure 2.1: Schematic of the principle of photoinduced absorption in an organic
semiconductor. A pump light (green laser) generates excitons that pro-
duce polarons, which absorb some of the probe light (red).

15
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2.1 working principle of photoinduced absorption

Photoinduced absorption is a pump-probe technique, that uses two light
sources [41]. The pump light creates photoexcitations, and thus needs to
have a photon energy high enough to excite the material. Often a laser is
used. For the probe light a broad spectrum of longer wavelengths, that do
not excite the sample, is desired. From this spectrum, the user can, e.g. with
a monochromator, choose a wavelength at which a certain charge carrier or
other excitation absorbs in order to study the dynamics of that species.

When studying photoexcitations, all interest lies in absorption induced by
the pump light and not absorption present in the unexcited sample. There-
fore, the absorption is always studied in relation to this baseline. Normaliz-
ing by the unexcited transmission also eliminates the influence of light loss
due to geometry and optics, and variation in detector sensitivity at different
wavelengths. By blocking the probe light, the luminescence can be measured.
It is then subtracted from the raw optical signal, ensuring that only transmit-
ted light is analysed.

We define PA as the decrease in transmission due to photogenerated car-
riers, normalized to the transmission without photogeneration: −∆T/T .
With linear absorption in a thin film, the absorption will only depend on
the absorption cross-section σ , the carrier density n, and the film thickness
d [42–44]. When nσd ≪ 1

PA = −∆T
T

= nσd. (2.1)

Here, it has been assumed that the impact of changes in reflection is negli-
gible compared to absorption. For a thick film, d could be replaced by the
approximate effective optical thickness deff ≈ 1/αL, where αL is the absorp-
tion coefficient [44]. Also note that a thick film would have a carrier density
that depends on depth.

2.2 interpreting cwpa

To relate photoinduced absorption to recombination and generation, we re-
call the previously presented equation governing carrier density via an arbi-
trary reaction order, Equation 1.8

dn(t)
dt

= G(t)− bn(t)δ .



2.2 interpreting cwpa 17

Here, the density of thermally generated carriers is assumed to be negligible
compared to that of photogenerated ones. Sometimes it is more practical to
work with an effective monomolecular lifetime, encapsulating the recombi-
nation dynamics into a density-dependent lifetime τδ using n/τδ = bnδ .
Evaluating this near steady-state density, where the generation is constant
G(t) = G = bnδ , gives

τδ =
G−1+1/δ

b1/δ
. (2.2)

Using a periodically varying pump light makes G(t) and n(t) periodic.
Choosing different shapes for the modulation gives slightly different dynam-
ics, here we will discuss sinusoidal and square-wave generation.

G(t)

PAI PAQ

G

2�/�

time

Figure 2.2: Illustration of the PA-signal (bottom red) resulting from a square-wave
excitation (top). The two grey curves illustrate the lowest Fourier com-
ponents, corresponding to the in-phase and quadrature.

Assume that the modulation is periodic with the main component cos (ωτ).
The periodic density can be expanded in a Fourier series,

n(t) =
a0
2
+

∞

∑
j=1

(aj cos jωt + bj sin jωt). (2.3)

We use a lock-in amplifier to exclusively select the part of the signal that varies
with the same frequency as the pump light. The lock-in amplifier will there-
fore only see the first components ( j = 1) in the series. These are called



2.2 interpreting cwpa 18

the in-phase and quadrature. Multiplying with σd, to get the photoinduced
absorption, the components become

PAI =
σdω
π

∫︂ 2π/ω

0
n(t) cos (ωt)dt (2.4)

PAQ =
σdω
π

∫︂ 2π/ω

0
n(t) sin (ωt)dt. (2.5)

The in-phase PAI has the same frequency and phase as the pump light, while
the quadrature PAQ has the same frequency but is phase shifted by 90◦. This
is illustrated in Figure 2.2 for square-wave generation. If the sample responds
quickly to the pump light most of the signal will be in phase with the mod-
ulation and PAI will be large. Conversely, a slow response leads to a larger
quadrature.

Often we work with the signal in polar form, as radius and phase. The ra-
dius (amplitude) signal is defined as PAR =

√︂
PA2

I + PA2
Q and the phase

as θ = arctan (PAQ/PAI). Converesly, we can calculate the in-phase and
quadrature as PAI = PAR cos (θ) and PAQ = PAR sin (θ).

To gain insight into the dynamics of the charge carriers cwPA can be stud-
ied as a function of modulation frequency or intensity. In both cases, the
behaviour is most easily analysed in two regimes: ωτ ≫ 1 and ωτ ≪ 1,
where τ (or τδ) describes the effective lifetime of the carriers studied. Figure
2.3 illustrates typical curves and what information can be gained from which
features (details in Table 2.1). Specifically, it illustrates how to determine re-
action order δ, generation rate G, and lifetime τ. I discuss the calculations
behind the expressions in sections 2.2.1–2.2.2. I analyse cwPA using an ef-
fective reaction order δ, stemming either from bimolecular recombination,
possibly restricted by geometry, or from trap-assisted recombination.

The radius signal will approach whichever component, PAI or PAQ, that
is larger in each regime. Thus, if the user only has access to PAR, as might be
the case if there are complex phase shifts caused by the setup, they can still
access half of the slopes illustrated. If two different types of photoexcitations
contribute to the signal, the shift between the regimes becomes more grad-
ual and the different types may dominate different regimes.

When trying to reach the limits ωτ ≪ 1 or ωτ ≫ 1, to use the analyt-
ical approximations applicable there, it is helpful to consider the difference
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Figure 2.3: Some features in the behaviour of the in-phase and quadrature useful for
gaining insight into charge carrier dynamics. Note the log-log scale. Full
expressions in Table 2.1.

between intensity- and frequency-dependent measurements. When increas-
ing ω one order of magnitude ωτ will also increase by a factor of 10. To in-
crease ωτ by one order of magnitude via intensity, the change needs to be
0.1δ/(δ−1) (using Equation 2.2). For δ = 2 this evaluates to 0.01. The setup
user must thus have the equipment to change the intensity several orders of
magnitude more than the frequency to achieve the same breadth in observ-
able behaviours.

2.2.1 Square-wave generation

Assume that the pump light intensity varies as a square wave with angular
frequencyω. After a short stabilization period, the charge carrier density will
reach a quasi steady state that varies with the same frequency. The generation
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G(t) will flip between G and 0. At the generation plateaus the carrier den-
sity will rise until it reaches steady state, i.e. when the recombination equals
the generation. The lower the frequency, the more time the system has to
respond and the closer to a square wave the response will be. For very high
frequencies, the density will not reach the plateau and will be rising until the
generation switches off, after which it starts to sink.

This case has been studied for bimolecular and monomolecular recombi-
nation by others [45–48]. For any natural number δ, Equation 1.8 does have
an exact solution for the plateau of a square wave, but it is very complex and
does not offer understanding of the behaviour [49]. Instead, we will attempt
approximate solutions for the regimes ωτ ≪ 1 and ωτ ≫ 1.

When ωτ ≪ 1, the density will quickly rise to the steady-state value
nss = (G/b)1/δ when the generation is switched on. When the generation
is switched off the density will drop, but this decay is not as fast as the rise to
steady state.* The behaviour is illustrated in Figure 2.4a.

tr td

nss

tr td

nqss

a) b)

Figure 2.4: Illustration of the density response (red) to square-wave modulation
(black) for (a) low frequency and (b) high frequency.

To obtain an approximate solution for low frequencies assume that the
rise is instantenous. Solving Equation 1.8 for the decay, gives the derivation
detailed for PAQ in the appendix of Paper I. The result (for δ > 2) is

PAQ ≈ σd
π

(︃
ω

b(δ − 1)

)︃1/(δ−1) ∫︂ π

0
cos (v)v1/(1−δ)dv ∝ ω1/(δ−1).

(2.6)

* This can be seen by considering the slopes (see Figure 2.4a for definitions). Instantly after
t = tr the slope of n(t) is [dn/dt]n=0 = G and instantly after td the slope is the same but
with a opposite direction: [dn/dt]n=nss = −G = −bnδss. Thus, the decay starts just as steep
as the rise. Consider the second derivatives. For tr the slope change is [d2n/dt2]n=0 = 0
and for td it is [d2n/dt2]n=nss = [−δbnδ−1dn/dt]n=nss = δbnδ−1

ss G. The positive change
in slope for td means that the decay will start to slow down while the rise continues with the
same slope until a significant amount of carriers have formed.
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Using the same substutions and approximations to derive PAI gives analo-
gously (when the decay starts at t = π/2)†

PAI ≈
Gτσd
π

∫︂ π/2

−π/2
cos (v)dv =

2Gτσd
π

∝ G1/δ . (2.7)

The case of δ = 2 has been studied by Westerling et al. [47]. For ωτ ≪ 1
this gives a logarithmic behaviour for PAQ

PAQ ≈ ωσd
2πβbim

ln
(︃
CGβbim
ω2

)︃
, (2.8)

where C ≈ 1.461 and βbim is the bimolecular recombination coefficient.
Westerling et al. presented this equation for a thick film, where the additional
term of e−αLd/2 appears inside the logarithm. Using this relation we can de-
termine βbim from the slope of an intensity-dependent measurements on a
lin-log plot if σ and d are known. In Paper I we show how Equation 2.6 be-
comes a poorer description of the low-frequency quadrature as δ = 2 ap-
proaches 2, as expected when approaching the logarithmic behaviour.

Whenωτ ≫ 1 the slope ofn(t)will not have time to change much before
the generation switches value. Thus, we will eventually reach a quasi steady
state when the density varies close to a triangle wave with the same slope of
G going up and down, illustrated in Figure 2.4b. The density will oscillate
around a quasi-steady state density nqss, at which the rise and decay slopes
are equal but of opposite sign G− bnδqss = bnδqss =⇒ nqss = (G/2b)1/δ .
A solution for this situation has been calculated for mono- and bimolecular
recombination by Westerling et al. [47]. The dependence on ω and G is the
same as for the sinusoidal generation, discussed below. In Paper I simulations
confirm that this is also the case for higher reaction orders.

†

PAI =
ωσd
π

∫︂ 3π/2ω

−π/2ω
cos (ωt)n(t)dt

=
ωσd
π

∫︂ π/2ω

−π/2ω
cos (ωt)nssdt +

σd
π

(︃
ω

b(δ − 1)

)︃1/(δ−1) ∫︂ 3π/2

π/2
cos (v)v1/(1−δ)dv

=
Gτσd
π

∫︂ π/2

−π/2
cos (v)dv+

σd
π

(︃
ω

b(δ − 1)

)︃1/(δ−1) ∫︂ 3π/2

π/2
cos (v)v1/(1−δ)dv.

Where we use τδ = b−1/δG1/δ−1 (Equation 2.2) to get nss = (G/b)1/δ =
(G/(τ−δG1−δ))1/δ = Gτ. Both integrals converge when δ > 2. The first term does not
have a ω dependence and will dominate over the second when ω → 0 or τ → ∞.
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2.2.2 Sinusoidal generation

In addition to square waves, a sinusoidal modulation is often used, described
by G(t) = 1

2G(1+ cos (ωt)). An approximate solution, satisfying the first
harmonic, has been derived for the bimolecular case by Westerling et al [50].
The solution can be generalized for an arbitrary reaction order δ by replacing
the bimolecular lifetime with τδ from Equation 2.2.

PAI =
Gτδ
2

(︄ √︁
F (ω, τδ)

(ωτδ)2 + F (ω, τδ)

)︄
(2.9)

PAQ =
Gτδ
2

(︃
ωτδ

(ωτδ)2 + F (ω, τδ)

)︃
, where (2.10)

F (ω, τδ) = 1− (ωτδ)2

2
+

1
2

√︂
((ωτδ)2 + 2)2 − 2.

Table 2.1 shows how these expressions depend on intensity and frequency
at the limits of ωτδ . The high-intensity dependence of PAI ∝ I 1/δ has long
been used to distinguish between monomolecular and bimolecular recom-
bination [41]. Note that all expressions show a power law dependence on
intensity (which is directly proportional to generation) or frequency. At low
frequencies PAI will saturate to a value directly proportional toGτδ , whereas
the high-frequency PAQ will be directly proportional to G but be indepen-
dent of τ. Both of these are useful when interpreting temperature-dependent
behaviour in Section 2.4.

Several experiments show a signal that falls off slower at high frequen-
cies than equations 2.9–2.10 would predict. To explain this a Cole-Cole type
equation was suggested by Epshtein et al. [51–53]. This type of function is
connected to dispersive relaxation processes and often provides a good fit
for cwPA results [54–58]. The resulting equations are [59]

PAI =
1
2Gτσd[1+ cos

(︁ απ
2
)︁
(ωτ)α]

1+ 2(ωτ)α cos
(︁ απ

2
)︁
+ (ωτ)2α

(2.11)

PAQ =
1
2Gτσd sin

(︁ απ
2
)︁
(ωτ)α

1+ 2(ωτ)α cos
(︁ απ

2
)︁
+ (ωτ)2α

, (2.12)

where 0 < α < 1 is the dispersion coefficient. A microscopical understand-
ing is still lacking for this semi-empirical proposition. The main differences
caused by these equations arise in the high-frequency regime, for example
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the slope of PAQ ∝ ω−1 changes to ω−α. Results for these equations at the
limits, after inserting τδ , are shown in Table 2.1.

Table 2.1: Summary of the dependence on intensity (I ∝ G) and modulation fre-
quency (ω) at the limits of ωτδ , for δ > 2. For δ = 2 the expression for
square-wave generation PAQ ωτδ ≪ 1 changes to Equation 2.8, the rest
of the row still holds.

ωτδ ≪ 1 ωτδ ≫ 1
PAI PAQ PAI PAQ

Square wave I 1/δ ω1/(δ−1) I2−1/δ/ω2 I/ω
Sinusoidal I 1/δ I2/δ−1ω I2−1/δ/ω2 I/ω
Sin. with dispersion I 1/δ I (α+1)/δ−αωα I 1+

(1−δ)(1−α)
δ /ωα I 1+

(1−δ)(1−α)
δ /ωα

2.2.3 Trap-assisted recombination in cwPA

A system where trap-assisted recombination is the dominating recombina-
tion mechanism will show a temperature-dependent reaction order, as the
movement of trapped carriers is thermally activated. An effective reaction
order was presented for an exponential trap distribution in Section 1.4, δ =
1+ Ech/kT . Using this in Table 2.1 neatly gives the low-frequency quadra-
ture for a square-wave generation as ωkT/Ech . This description fails when kT
approachesEch (when δ → 2) or when the temperature gets very high (num-
ber of thermally generated carriers large). How well the PA-signal follows this
effective reaction order is explored by comparing to simulations in Paper I.
If the distributions for electrons and holes are asymmetrical, Ech for the shal-
lower trap determines the reaction order [17].

For a Gaussian distribution, no analytical approximations for the reaction
order were found in this work and simulations showed a reaction order that,
in addition to T , depended on ω and G.

2.3 measuring cwpa

The cwPA-setup used for the datasets in Section 2.4 is illustrated in Figure 2.5.
Following the flow of information through the setup we start at the lock-in
amplifier (Stanford Research Systems SR 830 DSP) with the sinusoidal ref-
erence signal with a frequency chosen by the user. This reference is used by



2.3 measuring cwpa 24

the lock-in amplifier to analyse the measured optical signal and by a function
generator (Stanford Research Systems DS345) to generate a wave of desired
shape. The amplitude and shape should be suitable for the driver unit of an
optical modulator, to which the signal is sent. We use a chopper (Stanford
Research Systems) for square-wave generation at low and moderately high
frequencies (up to ca 4 kHz). For higher frequencies (up to 100 kHz) we use
an acousto-optical modulator (Neos Technology) which will modulate an
optical signal to the same shape as the signal from the frequency generator.
In this work, it was only used with a sinusoidal shape.

PAI PAQ

Monochromator

Function
generator

Acousto-optic
modulator

Photodetector

Lock-in ampli�ier

Probe
light

Pump light

Figure 2.5: Schematic of the measurement setup used in continuous-wave photoin-
duced absorption (cwPA). A periodically modulated (by acousto-optic
modulator or chopper) laser generates free charge carriers, which cause
absorption of the probe light. The resulting change in transmission for
a specific wavelength is then recorded as in-phase and quadrature by the
lock-in amplifier.

The pump light starts as a continuous light beam, created by an argon ion
laser (Coherent Innova) at a wavelength of 514 nm. The beam is then guided
through the optical modulator, which shapes the periodic intensity. The op-
tics guide the modulated beam to fall as evenly as possible on the sample. The
sample is a film made from photovoltaic material, in which the pump light
wavelength can create long-lived free charge carriers. The sample is placed in
a cryostat to enable temperature control (liquid-nitrogen-cooled cryostat Ja-
nis Research, temperature controller LakeShore DRC-93CA).

The probe light, giving continuous light with a broad mix of wavelengths,
comes from a tungsten lamp. The light is guided to the sample through a
long-pass filter, ensuring that no high-frequency light from the probe light
excites the sample. The sample is angled so that the probe light passes through
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it perpendicular to the thin film. The transmitted probe beam is guided by
a mirror to the monochromator (ARC SpectraPro-300i). As the monochro-
mator grating will transmit both the desired wavelength and its multiples, a
filter is placed in front of it to cut off these higher orders.

After passing the monochromator the beam arrives at the photodetector.
Depending on the studied wavelength we use different detectors. These are
silicon, germanium, or liquid-nitrogen-cooled InSb detectors. All frequency-
dependent measurements were done at wavelengths suitable for silicon de-
tectors. The detectors impose severe limitations at high frequencies, detailed
below and in Paper III. From the detector, the signal goes via a pre-amplifier
(Femto DHPCA 100) and finally the signal reaches the lock-in amplifier.
The lock-in amplifier detects the signal, compares it to the reference, and
outputs two results, corresponding to two orthogonal Fourier components,
as discussed earlier. Ideally, these would be PAI and PAQ, but in most sit-
uations, some phase shifts need to be corrected for before obtaining these,
as discussed below and in Paper III. In addition to these corrections, there
might be some (frequency-dependent) background disturbances that need
to be subtracted from the raw signal. To investigate this, all setups should be
checked with a frequency-dependent measurement without any light sources
reaching the detector. An example is discussed in Paper III.

2.3.1 High-frequency signal loss

To ensure reliable results the setup user must be aware of any limitations of
their detector. A detector that does not respond fast enough for the chosen
frequency will result in a loss of signal at high frequencies. To understand
this, consider a square-wave light signal hitting a slow detector. When the
square wave goes to zero the signal reported by the detector will start decay-
ing. If the detector is too slow the signal will not reach zero before the square
wave switches back to its plateau value. Similarly, the rise is cut off before the
signal plateaus. This is seen in Figure 2.6a as the response to a square wave for
different frequencies. As the lock-in amplifier only sees the amplitude of the
periodic signal supplied by the detector, this shows up as a loss of PA-signal.

In order to correct for this loss the setup user needs to investigate the de-
tector’s response to a periodic light source with an amplitude that stays con-
stant throughout all frequencies. As the lock-in amplifier only works with
the first harmonics of any signal the shape of the signal is not crucial, mak-
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Figure 2.6: Illustration of the signal loss caused by a slow photodetector. (a) The
response to a square wave for increasing frequencies, with loss of ampli-
tude. (b) Example of relative loss of amplitude as function of frequency,
following Equation 2.13 with τd = 2.3 μs.

ing it possible to correct for the loss in a PA-signal of unknown shape. When
a function describing the percentual loss is determined, any measured value
can be divided with the value at that frequency. An example of such a func-
tion is shown in Figure 2.6b.

A possible pitfall is a signal loss that depends on wavelength. This might
occur when longer wavelengths penetrate deeper into the semiconductor
of the photodetector [60]. If carriers are generated beyond the depletion
region, the transport of these carriers becomes very inefficient. Therefore,
the response time of the detector becomes significantly longer for long wave-
lengths. An example is shown in Figure 2.7, where an increasing wavelength
drastically increases the signal loss.

In Paper III we characterized two detectors, one of which showed a wave-
length dependence and the other not. For the wavelength-independent de-
tector we found an exponential decay, characterized by the decay time τd, to
be a good description of the response. This behaviour deforms an incoming
sine wave so that the output has a time-dependent component given by

sinωt ↦−→ ωτd cosωt − sinωt
(ωτd)2 + 1

. (2.13)

The derivation is found in the supplemental material of Paper III. The am-
plitude of the signal will be ∝ 1/

√︁
(ωτd)2 + 1, which is the function illus-

trated by Figure 2.6b. In this example almost half of the signal is lost at 100
kHz, highlighting the importance of such corrections.
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Figure 2.7: Illustration of the signal loss caused by a wavelength-dependent pho-
todetector. (a) The response to a square wave for increasing wavelength
at 100000 Hz, with increasing loss of amplitude. (b) Relative loss of am-
plitude as function of frequency for the different wavelengths. [Repro-
duced (with modifications) from Paper III with the permission of IOP Publishing]

2.3.2 Phase shifts

Phase shifts describe the mismatch in timing between the reference and the
signal supplied by the detector. The phase shift can be of three types. Firstly, a
frequency-independent phase shift with a fixed value, θ0, can be introduced
as the function generator generates a periodic function with the same fre-
quency as the reference. Depending on the triggering method and other set-
tings the waves do not necessarily match in phase. Similarly, a phase shift can
occur between the driver unit for the optical modulator and the resulting
modulated beam.

Secondly, all electronics in the setup are expected to have a certain reaction
time, ∆t, between receiving a periodic signal and conveying the signal to the
next component of the setup. This time does not depend on the frequency,
but the signal will be more strongly affected as ∆t becomes closer to the pe-
riod at higher frequencies. The delay will shift a pure sine wave sin (ωt) to
sin (ω(t − ∆t)), corresponding to a phase shift of −ω∆t.

Thirdly, some phase shifts may be of a more complex form, such as those
caused by a slow photodetector. Here each photon incident on the detector
will experience a different delay time, described by some type of distribution.
If the delay times follow an exponential distribution the results will, from
Equation 2.13, be a phase shift of − arctan (ωτδ).
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By guiding modulated pump light onto the detector and scanning all mod-
ulation frequencies the user can identify any phase shifts occuring. If the
detector has a wavelength dependence, correcting for phase shifts requires
calibrating with the same optical modulator and the same wavelength as the
one at which PA is measured. An illustration of phase shifts is shown in Fig-
ure 2.8b, using an example of θ0 + ω∆t+ arctan (ωτd). At low frequencies
arctan (ωτd) → ωτd and the slope of the curve corresponds to ∆t + τd. If
τd is known from other measurements, such as the loss of radius, the slope
can be used to determine ∆t. Extrapolating the linear fit to ω = 0 gives θ0.
Even if no analytical function is available, one can use a measured phase shift
curve to correct the data.

After the phase shift as function of frequency is determined we can cor-
rect our data. By calculating the phase of the raw signal given by the lock-in
amplifier and subtracting the phase shift we obtain the actual phase and can
calculate the actual PAI and PAQ. This is illustrated in Figure 2.8a.
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Figure 2.8: (a) Illustration of how the phase shift relates to the raw phases (PA1 and
PA2) recorded by the lock-in amplifier. To calculate PAI and PAQ, de-
fined by the actual phase θ, we must subtract the phase shift. (b) Exam-
ple of phase shift as function of frequency. The dashed black line shows
the phase shift from a constant shift θ0 and a setup delay ∆t. The full red
line shows the impact when adding a detector contributing arctan (ωτδ).
At low frequencies this term is linear and, together with ∆t, defines the
slope.

2.4 results from cwpa

In this section I present a set of measurements where cwPA was used, with a
focus on frequency dependence. All measurements were performed on or-



2.4 results from cwpa 29

ganic polymer:fullerene blends. The second section showcases the correc-
tions needed for a slow detector at high frequencies.

2.4.1 Identifying the recombination mechanism from low-frequency quadra-
ture

The first example (from Paper II) focuses on identifying the recombination
mechanism by utilizing the low-frequency quadrature with square-wave mod-
ulation. The probe wavelength was chosen as 1025 nm (1.21 eV), after iden-
tifying that with polaron absorption P2. This transition, alongside the P1
transition at 0.33 eV, is seen in the spectra in Figure 2.9. Both datasets are
from pBTTT:PC60BM †, prepared as 1:1 and 1:4 blends, respectively.

The frequency dependence, shown in Figure 2.10, displays temperature-
dependent behaviour for 1:1 and temperature-independent slopes for 1:4. This
was attributed to different dominating recombination mechanisms. The 1:4
case can be explained with a constant δ = 2.5, consistent with 2D Langevin
recombination. The temperature-dependent dataset points towards trap-as-
sisted recombination. A close match was found with an exponential distri-
bution with a characteristic energy of Ech = 45 meV. Intensity-dependent
measurements, presented in Paper II, corroborated this finding, which also
match measurements with other techniques [61]. Any thermal broadening
of the trap distribution was not considered in the analysis at the time [26].
This could explain the deviation from simulated slopes, but the dataset is too
small for conclusions.

Figure 2.9: The cwPA-spectrum for pBTTT:PC60BM.
[Reproduced from Paper II with the permission of AIP Publishing]

† poly[2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene]:[6,6]-phenyl-C61-butyric
acid methyl ester
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Figure 2.10: Low-frequency PAQ for square-wave modulation for
pBTTT:PC60BM. Measured (a) 1:1 blend, (b) 1:4 blend and sim-
ulations with (c) trap-assisted recombination with an exponential
distribution (Ech = 45 meV), and (d) 2D Langevin recombination
(δ = 2.5). [Reproduced from Paper II with the permission of AIP Publishing]

2.4.2 Determining generation and lifetime from frequency dependence

In the second example (papers III and IV) temperature-dependent genera-
tion using sinusoidal modulation is measured over a wide frequency range.
These measurements were made on P3HT:ICBA ‡ at different temperatures.
Here we employed the corrections for a slow detector discussed above. The
detector had a wavelength dependence, illustrated in Figure 2.7. We studied
polaron absorption at 985 nm (a P2 transition) corrected with a detector re-
sponse evaluated at 980 nm. The corrections impact the data significantly, as
shown in Figure 2.11. The raw data showed a high-frequency slope for PAR
(which approach PAQ at ωτ ≫ 1) of ω−1.07. Any value below −1 is unphys-
ical and can not be recreated by any of the equations presented earlier. After
correcting for the losses caused by detector slowness we recover a slope of
−0.81, consistent with Equation 2.12 with α = 0.81.

The value of PAR at high frequencies (which approaches PAQ atωτ ≫ 1)
is directly proportional to the generation (but independent of lifetime). In

‡ poly(3-hexylthiophene):indene-C60 bisadduct
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Figure 2.11: Example of how corrections impact the radius signal (P3HT:ICBA).
Plot shows raw data (black), data after subtracting frequency-dependent
background signals (red) and data after correcting for detector slowness
(yellow). [Reproduced from Paper III with the permission of IOP Publishing]
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Figure 2.12: (a) Temperature-dependent PAR for P3HT:ICBA with fits using equa-

tions 2.11–2.12. (b) Resulting generation rate and lifetime. [Reproduced
(with modifications) from Paper IV with the permission of IOP Publishing]

Figure 2.12a this value is seen to increase and then saturate with increasing
temperature, giving immediate insight into the dynamics. The low-frequency
saturation value (where PAR → PAI), which depends linearly on the prod-
uct of generation and lifetime, decreases with increasing temperature, indi-
cating that the lifetime decreases faster than the generation increases with ris-
ing temperature. Fitting the curves with PAR from equations 2.11–2.12 gives
the generation and lifetime presented in Figure 2.12b (α presented in supple-
mental material of Paper IV). As expected from the qualitative analysis, the
generation rises with increasing temperature and saturates around 220 K,
while the lifetime has a strong dependence on temperature, typical of trap-
assisted recombination.
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The third example (papers III and IV), from PTB7:PCBM †, also inves-
tigates temperature-dependent generation with sinusoidal modulation but
was analysed slightly differently. Contrary to the P3HT:ICBA sample, the
detector used here was found to follow the behaviour of Equation 2.13 with
a constant τd across several wavelengths. This meant that we could make the
necessary phase corrections and recover PAI and PAQ as separate signals. Fig-
ure 2.13a shows that the uncorrected slope of PAR was −1.38, decisively be-
low the−1 limit, but after corrections a slope of−0.78was recovered. Com-
pared to P3HT:ICBA, the “knee” connecting the low and high-frequency
regimes was much broader and fell at a higher frequency, as shown in Figure
2.13b. Thus, we were not reaching ωτ ≫ 1 and can not make immediate
conclusions about the generation.
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Figure 2.13: (a) PAR for PTB7:PCBM before and after correcting for background
signals and detector slowness, alongside resulting PAI and PAQ. (b)
Temperature-dependent PAR. [Reproduced (with modifications) from Papers III
and IV with the permission of IOP Publishing]

The broadness of the knee suggested the presence of several absorbing
species, with different τ. Therefore, the fits, shown in Figure 2.14a, were im-
plemented by using a sum of two sets of equations 2.9–2.10. Dispersion was
excluded to avoid overfitting. The resulting generation rates and lifetimes
are shown in Figure 2.14b. The procedure and results are similar to those of
Koerner et al. in quaterthiophene:C60 films, where a G(t) with a maximum
around 150 K was attributed to triplets [62].

† Poly[[4,8-bis[(2-ethylhexyl)oxy]benzo[1,2-b:4,5-b’]dithiophene-2,6-diyl][3-fluoro-2-[(2-
ethylhexyl)carbonyl]thieno[3,4-b]thiophenediyl]]:[6,6]-phenyl-C61-butyric acid methyl
ester
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Figure 2.14: (a) Temperature-dependent PAI and PAQ for PTB7:PCBM fitted with
two sets of equations 2.9–2.10 (only a selection of temperatures shown
for clarity). (b) Resulting generation rates and lifetimes for the two
species. [Reproduced (with modifications) from Paper IV with the permission of IOP
Publishing]
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E L E C T R O M O D U L AT E D - P H O T O L U M I N E S C E N C E
Q U A N T U M E F F I C I E N C Y

Electromodulated-photoluminescencequantum efficiency (EM-
PLQY) is a measurement method for determining the quasi Fermi level

splitting of a solar cell under operational conditions. It is conducted un-
der illumination at VOC, and thus near to the conditions at which the solar
cell would be used. The method is based on keeping an illuminated sample
at VOC and inducing a small sinusoidal current, as illustrated in Figure 3.1.
The current will cause a small periodic luminescence signal which can be de-
tected with the help of a lock-in amplifier. As we know the injected current
and the flux of photons coming out of the sample we, can calculate the quan-
tum efficiency.

The luminescence caused by free charge carriers in a solar cell depends on
their density, described by the QFLS. Therefore, we can access the QFLS by
observing emitted photons. Looking at luminescence from a small number
of injected carriers ensures that we observe a signal from free carrier recom-
bination, rather than from excitons. By comparing VQFLS to VOC we can
detangle properties of the photovoltaic material from those of the contacts.

C
urrent

t0

Photodetector

Lock-in �
I �

Q

Figure 3.1: Schematic of the EM-PLQY-setup. A sinusoidal current through an illu-
minated solar cell leads to sinusoidal photoluminescence, detected by a
photodetector and lock-in amplifier.

34
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3.1 theory of em-plqy

The following derivation is based on the work of Rau [63]. As discussed in
Section 1.2, the quasi Fermi level splitting defines the maximum achievable
open-circuit voltage. At the radiative limit, where there is no non-radiative
losses at the contacts or in the bulk, the QFLS coincides withV rad

OC. Any non-
radiative recombination intrinsic to the active layer will decrease the carrier
density and lower the quasi Fermi level splitting as

qVQFLS = qV rad
OC − q∆VNR,intr

OC , (3.1)

where ∆VNR,intr
OC is the voltage loss due to non-radiative recombination in

the bulk. In EM-PLQY the device is kept under illumination, described by
the ideal diode Equation 1.7

J = J0
(︂
eqV/kT − 1

)︂
− JL,

where J0 is the dark saturation current density, V is the voltage over the de-
vice, and JL is the photoinduced current density. When eqV/kT ≫ 1 the
second term in the parenthesis can be omitted. Solving for V gives

V =
kT
q

ln
J + JL
J0

. (3.2)

At open-circuit conditions in a solar cell with only radiative recombina-
tion, V = V rad

OC and the current density J is zero.

V rad
OC =

kT
q

ln
JL

Jrad,0
, (3.3)

where Jrad,0 is the dark saturation current density in a device with only radia-
tive recombination.

The quantum efficiency of an LED is defined as the flux of photons emit-
ted, i.e. radiative recombination current density, per electrons injectedηLED =

Jrad/Jinj. As Jrad is proportional to the injected current it can be rewritten via
Equation 1.7 (with JL = 0 and eqV/kT ≫ 1),

ln ηLED = ln
Jrad
Jinj

≈ ln
Jrad,0 exp (qV/kT )

Jinj
=

qV
kT

+ ln
Jrad,0
Jinj

.

(3.4)
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Assume that the device is put under illumination, leading to a photogen-
erated current, and the voltage is adjusted until no current flows through it.
At these open-circuit conditions, the injected current equals the photogen-
erated current.

ln ηLED =
qVOC

kT
+ ln

Jrad,0
JL

=
q
kT

(︂
VOC − V rad

OC

)︂
, (3.5)

where the second term has been rewritten using Equation 3.3. The loss of
open-circuit voltage due to non-radiative losses is

∆VNR
OC = V rad

OC − VOC = −kT
q

ln ηLED. (3.6)

Assume that instead of operating the device as an LED, we operate it un-
der EM-PLQY conditions. We define a new quantum efficiency ηEMPL, as
the number of photons emitted per electrons injected as a small perturba-
tion current. As the current is very small the device essentially remains at
VOC, and all recombination happens in the bulk, i.e. ∆VNR

OC → ∆VNR, intr
OC .

The validity of these substitutions is verified by simulations in Paper V. Sub-
stituting the terms in Equation 3.6 and inserting into Equation 3.1 gives

qVQFLS = qV rad
OC + kT ln ηEMPL, (3.7)

relating the EM-PLQY-measurement to the quasi Fermi level splitting. To
acquire VQFLS we also need V rad

OC. This can be calculated by finding out the
photovoltaic external quantum efficiency of the device and integrating over
the black body and sun spectra, as described in the supplemental material
of Paper V. A discussion of how EM-PLQY differs from determining QFLS
from photoluminescence quantum yield in inorganic materials has been pre-
sented by Riley [64].

3.2 measuring em-plqy

The EM-PLQY-setup is schematically illustrated in Figure 3.1. During the
measurement, a small sinusoidal voltage is applied to the sample around the
open-circuit voltage. This results in a current density that oscillates around
0 with a small amplitude ∆J . The solar cell will emit a photoluminescence
ΦPL with a small periodic component

Jsample(t) = ∆J sin (ωt) (3.8)
ΦPL(t) = ΦPL,0 + ∆ΦPL sin (ωt). (3.9)
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The voltage perturbation is kept so small that ∆J < 0.1JSC. If the injected cur-
rent is too large the physics no longer correspond to open-circuit conditions.
That 10 % is small enough is verified in the supplemental material of Paper
V. The collected luminescence is used to calculate the quantum effiency as

ηEMPL =
q∆ΦPL

∆J
. (3.10)

To set up EM-PLQY the values of VOC and JSC need to be known. As the
goal is to be close to operating conditions under 1 sun, these values are first
measured under a solar simulator. Using this for calibration, we adjust the
pump laser intensity so that ISC under the laser equals that under 1 sun.

Similar to cwPA, this measurement employs a lock-in amplifier to gain
high sensitivity from a periodic signal. A function generator is used to create
a sinusoidally varying voltage over the sample. Between the function gener-
ator and the sample, there is an oscilloscope monitoring the conditions. By
adjusting the amplitude and offset of the sine wave, the current and voltage
are kept at the desired values. The sample is kept under constant illumination
by a laser, to ensure it is close to operational conditions. The photolumines-
cence is collected by a silicon detector, shielded by a long-pass filter to keep
scattered laser light from entering. The signal is pre-amplified and passed to
the lock-in amplifier, which selects the part of the signal with the frequency
ω. In contrast to cwPA, here we only analyse the radius signal and not the
phases separately.

In order to obtain an absolute value for ηEMPL we need to know what frac-
tion of the photoluminesence we are collecting. A large portion of the pho-
toluminescence will not hit the detector due to the geometry of the setup,
and the signal amplitude for different wavelengths is not uniform. To inves-
tigate the losses, we measure the quantum efficiency of electroluminescence
in the same setup, as discussed in Paper V. This is then repeated inside an in-
tegrating sphere (Paper V, SIII). The ratio between the quantum efficiencies
gives us the fraction of light that we pick up in the EM-PLQY-measurement.
After the correction, ηEMPL is calculated via Equation 3.10.
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3.3 experimental verification

To verify that the setup allows access to the QFLS, it was applied to several
samples. They all had the same photovoltaic material, PM6:Y6 †, but differ-
ent cathodes. The contact materials have different work functions, and there-
fore injection barriers φcat. The materials with higher barriers exhibit lower
VOC. The QFLS, on the other hand, is not affected by the contacts. The re-
sults, discussed in detail in Paper V, are shown in Figure 3.2. The materials
show different VOC, but QFLS, extracted from EM-PLQY, stays constant
throughout. Paper V also presents drift-diffusion simulations of EM-PLQY,
which show excellent agreement between measured and simulated QFLS.

Figure 3.2: Comparison between QFLS from the EM-PLQY-measurement (blue
squares) and VOC (black circles and lower x-axis) for contacts with dif-
ferent injection barriers. The different cathode materials are listed on the
upper x-axis, with three examples illustrated as energy levels in (b–d). [Re-
produced from Paper V under CC BY 4.0 licence]

† poly[(2,6-(4,8-bis(5-(2-ethylhexyl-3-fluoro)thiophen-2-yl)-benzo[1,2-b:4,5-b’]dithiophene))-
alt-(5,5-(1’,3’-di-2-thienyl-5’,7’-bis(2-ethylhexyl)benzo[1’,2’-c:4’,5’-c’]dithiophene-4,8-dione)
:2,2’-((2Z,2’Z)-((12,13-bis(2-ethylhexyl)-3,9-diundecyl-12,13-dihydro-[1,2,5]thiadiazolo[3,4-
e]thieno[2",3":g]thieno[2’,3’:4,5]thieno[3,2-b]indole-2,10-diyl)bis(methanylylidene))bis(5,6-
difluoro-3-oxo-2,3-dihydro-1H-indene-2,1-diylidene))dimalononitrile



S U M M A RY

This work has presented new ways of using modulation spectroscopies and
applied these to study samples. The main focus has been on continuous-
wave photoinduced absorption (cwPA). As a contact-free method, cwPA
can help researchers in identifying and characterizing good candidates for
solar cells without having to construct complete devices. Using an arbitrary
reaction order δ, I have generalized the methods for characterizing recombi-
nation in cwPA-data. This yielded the ω1/(δ−1) dependence on modulation
frequencyω for the quadrature at low frequencies with square-wave modula-
tion. This expression was used to distinguish between trap-assisted and two-
dimensional Langevin recombination in films of PBTTT:PC60BM with dif-
ferent blend ratios. I also showed that for trap-assisted recombination with
an exponential trap distribution the expression depends on the characteris-
tic energy Ech as ωkT/Ech .

Using a wide span of frequencies and sinusoidal modulation, I extracted
generation rates and charge carrier lifetimes from cwPA for a range of tem-
peratures. This revealed distinctly different temperature-dependent genera-
tion curves for P3HT:ICBA and PTB7:PCBM. I have described and moti-
vated the procedures necessary to achieve reliable results at high frequencies,
especially for slow photodetectors.

Furthermore, I have presented a new type of modulation spectroscopy,
electromodulated-photoluminescence quantum efficiency, which can be used
to gain access to the quasi Fermi level splitting at open circuit conditions.
Combining one photovoltaic material with a range of different contact ma-
terials, we showed that the method measures the same QFLS over all devices,
despite variations in the open-circuit voltage. The new method offers a way
to characterize different losses occuring in solar cells, aiding researchers in
optimizing device design.
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S A M M A N FAT T N I N G PÅ S V E N S K A

Den här avhandlingen behandlar mätmetoder som används för att studera
solceller. Specifikt handlar den om metoder där provet utsätts för en peri-
odisk påverkan. Av de fem inkluderade artiklarna använder sig fyra av fotoin-
ducerad absorption med kontinuerlig våg (cwPA). Figuren nedan visar en
skiss på uppställningen. Detta är en mätmetod där provet undersöks genom
att lysa på det med periodiskt varierande ljusstyrka (pumpljus). Man kan
säga att vi lyser på solcellsmaterialet med en blinkande laser. Detta ljus lösgör
elektroner så att de kan röra sig fritt inne i materialet. Samtidigt lyser man
genom provet med annan lampa, med lägre energi (provljus). De frigjorda
elektronerna kommer att absorbera en del av provljuset. Ju mera fria elek-
troner det finns i materialet, desto större andel av ljuset kommer att absorberas.
Det här ger oss möjlighet att få information om fysiken som pågår inne i
provet genom att mäta absorptionen. Mängden fria elektroner kommer att
variera periodiskt, vilket också ger en periodisk absorption.

Solcellsmaterial

PAI PAQ

Val av våglängd

Val av frekvens

Snurrande skiva
med hål i

Ljusdetektor

Lock-in-�örstärkare

Provljus

Pumpljus (laser)

Skiss av den experimentella uppställningen för fotoinducerad absorption med kon-
tinuerlig våg. Pumpljuset är en laserstråle som upphackas så att den varierar peri-
odiskt. Provljuset lyses genom provet, där pumpljuset frigjort elektroner, och ab-
sorberas delvis av dessa elektroner. Absorptionen analyseras för att berätta hur elek-
tronerna beter sig inne i provet.

Anledningen till att man använder en periodisk ljuskälla är att signalen
då kan processeras av en så kallad lock-in-förstärkare. Användaren berättar
åt lock-in-förstärkaren med vilken frekvens lasern blinkar och apparaten väl-
jer ut den del av signalen som upprepar sig med samma frekvens. Sedan rap-
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3.3 experimental verification 41

porterar den detta i form av två komponenter, i-fas-signal PAI och kvadratur
PAQ. I-fas-signalen representar den del av signalen som går i samma takt som
pumpljuset, medan kvadraturen visar hur stor del som sackar efter. Det fina
med lock-in-förstärkaren är att den gör sig av med alla störningar som inte
råkar ha precis den frekvens vi tittar på, vilket ger hög noggrannhet.

För att bättre förstå egenskaper hos de fria laddningarna kan vi ändra frek-
vensen med vilken pumpljuset blinkar eller dess ljusstyrka. I avhandlingen
utnyttjar jag detta för att erhålla nya sätt att bestämma rekombinationsord-
ningen δ. Det här är ett värde som beskriver hur elektroner rekombinerar,
d.v.s. återgår från det fria tillståndet till att vara bundna. Man kan också un-
dersöka hur länge en elektron typiskt hålls i sitt fria tillstånd eller hur mycket
elektroner som frigörs per sekund.

Avhandlingen introducerar också en ny mätmetod, där en liten periodisk
växelström leds genom en solcell. Vi undersöker sedan hur provets fotolumi-
nescens reagerar på denna ström för att bättre förstå materialets egenskaper.
Även här utnyttjar vi en lock-in-förstärkare för att urskilja väldigt små sig-
naler.
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Modulation Spectroscopies for Characterization 
of Photovoltaic Materials and Devices
This thesis presents new ways of characterizing photovoltaic semiconductors and devices 
using modulation spectroscopies. The main part of the thesis concerns continuous-wave 
photoinduced absorption (cwPA). This is a contact-free optical pump-probe technique, 
using a modulated laser for creating photoexcitations in the material. I provide new routes 
to information about recombination, through determining the reaction order, and a toolbox 
for obtaining reliable cwPA-data despite imperfect equipment. In addition to cwPA, a new 
method, called electromodulated-photoluminescence quantum efficiency, is presented. 
In this, a solar cell is subjected to a small periodic voltage while the photoluminescence 
is measured. From the measurement we can determine the quasi Fermi level splitting of a 
photovoltaic material.
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