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Abstract

Metaheuristic algorithms are basically used to explore search space to find optimal

solutions. It is a form of generalized local search which gives a good solution for

optimization problems. There are many advantages that make these algorithms more

useful to solve a wide range of problems today. One of the major advantages of meta-

heuristic algorithms is giving quick and efficient solutions for large and complicated

problems. There are many metaheuristic algorithms that are used for classification

problems, for example, Particle Swarm Optimization (PSO), Cuckoo Search (CS), Ge-

netic Algorithm (GA), and Firefly Algorithm (FA). Among the existing metaheuristics,

the Bat Algorithm (BA) is well known for its unique features and is powerful enough to

solve classification problems such as the feature selection problem. There are different

versions of BA that solve a wide range of problems. The original BA is used for con-

tinuous problems, while the Binary Bat Algorithm (BBA) is used for solving discrete

problems. In this thesis, a wrapper-based unsupervised feature selection problem is

being solved by using a modified version of BBA with the sum of squared error as the

fitness function. An experiment conducted with four public datasets and the k-means

clustering algorithm has been used to validate the proposed modified version of BBA.

The results show that the proposed method outperforms several alternative methods by

selecting a minimal set of features with improved accuracy.

Keywords: Bat Algorithm, Binary Bat Algorithm, Modified Binary Bat Algorithm,

Feature Selection, Unsupervised Learning, K-means Clustering.
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Chapter 1

Introduction

In the field of machine learning, feature selection [1] is one of the most fundamen-

tal problems which has the ability to decrease the number of features to increase the

performance of classification. Most of the features in a dataset do not contribute to

better results. Therefore, these irrelevant and unimportant features not only increase

the complexity of the system but also the processing time. Thus, feature selection is

important for better performance in classification. Feature selection can be used in

medical diagnosis tasks [2] where the task is to select a subset of clinical tests. Large-

scale data mining application is another example where the feature selection problem

is used. Power system control [3], text classification [4], selecting subset of sensors

in autonomous robot design [5] are extensively used applications for feature selection

problems. To solve these problems efficiently, metaheuristic algorithms can be used

which are powerful enough to deal with such problems. Each of these algorithms is

discovered through the behavior of biological nature and has its own advantages and

disadvantages. However, the traditional optimization algorithm is used to solve the

problem in a smaller dimension. Therefore, many researchers started to focus on na-

ture which provided nature-inspired models to solve many difficult problems, such as

optimization problems. Different researchers have devised Swarm intelligence algo-

rithm by simulating natural biological systems. The metaheuristic algorithms that are

widely used are Firefly Algorithm (FA) [6], Genetic Algorithm (GA) [7], Artificial

Bee Colony (ABC) [8] and Particle Swarm Optimization (PSO) [9]. Among them Bat
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Algorithm, which is a swarm intelligence-based algorithm proposed by Yang [10], is

one of the most powerful and widely used algorithms because of echolocation charac-

teristics of bats that give good balance to both exploration and exploitation [10] com-

ponents. Thus, BA is considered as one of the possible solutions to solve data mining

problems such as feature selection. Feature selection [1] is a binary problem, whereas

the original version of Bat Algorithm is used to solve continuous problems. In this

thesis, an improved version of the Binary Bat Algorithm is proposed. The proposed

algorithm is evaluated by solving feature selection problems on unsupervised learning

and comparative results are discussed.

1.1 Optimization

Optimization [11] is a process which solves different types of problems more effi-

ciently by using less resources and features. In all aspects of human progression,

optimization is applicable. In computing, an optimization problem consists of max-

imizing or minimizing a real function by systematically choosing input values from

within an allowed set and computing the value of the function. The basic optimization

problem consists of objective function, variables and constraints. Over the years, dif-

ferent approaches have been developed to solve discrete and continuous optimization

problems.

1.1.1 Optimization Algorithm

To solve optimization problems the optimization algorithms [12] or optimization prob-

lems can be divided into the following groups [12]:

• Classification based on existence of constraints

– Constraint optimization problem

– Unconstrained optimization problem

• Classification based on nature of the design variables

– A set of design parameters that make a prescribed function
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– A set of design parameters, which are all a continuous function of some

other parameter

• Classification based on the physical structure of the problem

– Optimal Control

– Non-optimal Control

• Classification based on the nature of the equations involved

– Linear programming problem

– Non-linear programming problem

– Geometric programming problem

– Quadratic programming problem

• Classification based on the permissible values of the decision variables

– Integer programming problem

– Real-valued programming problem

• Classification based on the deterministic nature of the variables

– Deterministic programming problem

– Stochastic programming problem

• Classification based on separability of the functions

– Separable programming problem

– Non-separable programming problem

• Classification based on number of objective functions

– Single-objective programming problem

– Multi-objective programming problem
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1.2 Population Methods

Optimization values are modified to solve optimization problems. Population-based

methods are different than optimization problems. In population-based methods, each

solution that exists is called individual and the set of current individuals is a population.

Each individual is involved in tweaking and quality assessment and generating new

population.

1.3 Thesis Structure

The thesis is organized as follows: Chapter 2 describes the Metaheuristic algorithms.

Chapter 3 introduces the basic behavior, applications, and variants of the original Bat

Algorithm. Chapter 4 provides descriptive information of the problem which is fea-

ture selection problem. Chapter 5 starts with discussing the binary version of the Bat

Algorithm and the proposed modification over the Binary Bat Algorithm. Later, The

k-nearest neighbor classifier and k-means are also discussed in Chapter 5. Chapter 6

presents the experimental procedure, dataset description, evaluation metrics, and re-

sults analysis of the experiment, and Chapter 7 provides conclusions and direction for

future research.
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Chapter 2

Metaheuristic Algorithms

Optimization is one of the most important parts of the engineering models. In the

architecture of the software, an optimal design is accomplished by comparing various

planned solutions which are designed by the use of earlier knowledge of the problem

[13]. In these types of activities, the feasibilities of the particular planned solution

are investigated in the initial stage. After the feasibility study is done the cost of the

particular planned solution is calculated and the best planned at the low-cost solution is

selected. Optimization is the way to find the appropriate solution for the problem with

the calculation of the quality of the solution. In many organizations, the optimization is

approached by comparing a few options of the solution to the problem and choosing the

best one. The metaheuristic is a developed optimization technique to create, select or

locate the heuristic that might give the appropriate solution to the problem, basically

for the incomplete or partial data provided [14]. The heuristic is an essential way

of solving optimization problems. It applies a practical step that is not guaranteed

to be the perfect or optimal solution for the problem but is sufficient for the current

goal. Some of the algorithms that have the potential in optimization and search for

the complex problems. The important metaheuristic algorithms are discussed in the

following sections.
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2.1 Genetic Algorithm

The Genetic Algorithm is created by Holland [13] in the 1970s and was implemented

for practical use in the 1980s. The Genetic Algorithm is mainly used in power system

optimization problems. It also consists of the reactive power design for solving the

global minimum uncertainty problems [15]. The parallel operation ability has been in-

herited by the Genetic Algorithm and utilizes the mail functions data that are straightly

searched for the directions and not for the alternative or any auxiliary information. The

steps that are to be followed in the Genetic Algorithm are listed below [16]:

Step 1: Generate the initial population.

Step 2: Evaluate the fitness of each individual in the population.

Step 3: Select best ranking individuals to reproduce.

Step 4: Perform Simulated Binary Crossover for generating two children products

from the parents.

Step 5: Perform Mutation on the particular strings of the offspring. The parents are

replaced by the newly generated who act as a parent for the coming up gener-

ation.

Step 6: Terminate algorithm after performing needed number of operations.

2.2 Particle Swarm Optimization

The Particle Swarm Optimization algorithm was developed by Eberhart and Kennedy

[9] in 1995. It is a population-based optimization method that is inspired by the social

behavior of the fish schooling and bird flocking [17]. The Particle Swarm Optimization

can be successfully applied to any type of problem that is able to be expressed in terms

of an objective function. The Particle Swarm Optimization algorithm involves the

initialization of the number of particles that are inside the search space of the objective

function.
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The steps that are to be followed in the Particle Swarm Optimization are listed below

[18]:

Step 1: Fix the number of steps and generate the initial population.

Step 2: Calculate objective function with planned variables.

Step 3: Set Pbest[i] = initial solution where i = 1,2, ...N (N: no of particles).

Step 4: Store the objective variable.

Step 5: Find out the best of the particles and set the Gbest with the best particle value.

Compare the objective function of step 2 with that of step 3 objective function,

and then store the swapped data.

Step 6: Calculate the initial velocities for all the particles.

Step 7: Set the velocities to the equivalent particles,

present[i](new) = present[i](old)+ v[i]

Step 8: Set the velocity according to,

V [i] =V [i](present)+Cl ∗(Pbest[i]− present[i])+C2∗(Gbest[i]− present[i])

Step 9: Calculate the set particles to find out the new ones.

Step 10: Check if the number of steps for the optimization is less, then go to step 6.

Step 11: Compare the last solution that is obtained from and the objective function

value and go back to step 7, if the two are not equal, else, terminate the loop.

Step 12: After finding out the required number of steps the algorithm needs to be ter-

minated.
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2.3 Ant Colony Optimization

The mechanical analogy of the ant, which the ant algorithm is based on is that of the ant

colonies. The ants create the shortest route from their nest to the sources of the food

and then return to their nest [19]. The tracking characteristics of the ants were very

much appreciated and inspired the latest computation algorithm that was used for the

optimization of the real-life systems which were encountered in applied science and

were utilized for solving the large-scale problem optimization such as the Travelling

Salesman Problem [20]. The steps that are followed for the Ant Colony Optimization

are listed below [20]:

Step 1: Calculate objective function and the number of regions.

Step 2: Perform descending or ascending function according to problem statement on

the areas, till the fitness value.

Step 3: Perform crossover and mutation over 75% of the global ants in the inferior

region.

Step 4: Select the inferior region and send the ants for the local search.

Step 5: If the local search and the global search are done successfully in the improved

areas, then rearrange (descending or ascending according to problem state-

ment) the areas values of the objective function.

Step 6: Choose the best objective function.

Step 7: Terminate the algorithm after needed number of operations.

2.4 Artificial Immune System Algorithm

The Artificial Immune System planned a new creative decision process that was to be

utilized in various problem statement optimizations. The Artificial Immune System is

the design of the procedure that is impressed by the principles, theoretical medicines,

mechanism, considered immune function, and the mechanisms that are utilized for

solving of the problem statement [21]. It has a creative process algorithm that belongs
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to the computational intelligence family and is inspired by the biological immune sys-

tem [21]. During the past decade, they have brought much attention from researchers

aiming to develop immune-based models and methods to solve complex computational

or engineering problems. The steps that are to be followed in the Artificial Immune

System are listed below [22]:

Step 1: Generate N size of population randomly along with the planned variables.

Step 2: Copy the planned variables to the operating population.

Step 3: Calculate the objective function for the strings and do continuous ranking and

sorting.

Step 4: Perform selection procedure based on ranking. The string which has the high-

est affinity will be considered as the best individual.

Step 5: Perform the equation from the cloning of the antibodies.

Nc = ∑(n− (i−1)) (2.1)

Where, Nc is considered as the number of the clones that are generated for

each of the following strings, n is considered to be the total number of strings

that are present in the population, and i is considered as the present string that

is starting from the string that has the highest affinity.

Step 6: Perform mutation over the set of clones that are the replicas of the variables

with good affinity value. The formula for the two-phased process of the muta-

tion is the following:

x+
α ∗ range∗generation

Nc
and x′ = x+

α ∗ range
Nc ∗generation

(2.2)

Where, x′ is the mutated value, α is the random number in the range of 0 and

1, range is the variable which lies between the upper limit and lower limit, and

the generation is considered as the present generation cycle.

Step 7: After the operation of the first mutation operator, replace the older clone with
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the new one, otherwise, use the second operator.

Step 8: In the process of the second mutation step, if no improvement is found in the

mutated string, then keep the original solution like before.

Step 9: Use receptor editing mechanism model, which is the part of the worst solu-

tion, and the current ones were generated in their place, after the predefined

iterations.

Step 10: Calculate and sort the objective function again for the clones. Mutate it, rank

it, and then do the extraction of the first ten best solutions from the list.
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Chapter 3

Original Bat Algorithm

The modern method of the optimization algorithms is most of the time inspired by

nature, and the ensuing algorithm can be of many various varieties. Still, all the algo-

rithms tend to be utilized with some of the essential characteristics for the calculation

of the main modernized formula. An immense number of heuristic and metaheuristic

algorithms [23] have been derived based on the features of the biological and physical

system in nature. For example, Particle Swarm Optimization [24] was developed based

on the swarm behavior of birds and fish, while simulated annealing [25] was based on

the tempering process of metal.

3.1 Definition

In 2010, Xin-She Yang developed a metaheuristic algorithm that is inspired by the na-

ture of bats, which is called Bat Algorithm [10]. Micro-bats [26] play a crucial role in

building the main characteristics of this algorithm. The main two parameters that are

used in this algorithm are pulse rates and emission, and the values of these two param-

eters can be tweaked. The Bat Algorithm also utilizes the frequency-tuning method,

to expand the variety of solutions that are present in the population, even though at

the same time. It uses automatic zooming that attempts to adjust the exploration and

exploitation throughout the process by imitating the variation of the heartbeat outflow

and the loudness of the bats during the hunting of their preys. There is a unique ability

of echolocation of micro-bats which can find their prey and separate different sorts of
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the insect in total darkness. These excellent characteristics make the algorithm more

efficient with an excellent quick start.

3.1.1 The Echolocation Characteristics of Micro-Bats

• All micro-bats use echolocation behavior to find their desired subject (food or

prey) and barriers. Also, by using this behavior, they can sense distance and

acquire the ability to discriminate between food, prey, or barriers.

• Bats fly randomly with a velocity at any position with a fixed frequency, varying

wavelength and loudness to search for prey. [26].

• The loudness of micro-bats can vary, and it can go from a large positive value to

a minimum constant value [26].

• The frequency range corresponds to a range of wavelengths.

3.1.2 Movement of Virtual Bats

Bats fly randomly with velocity vi at position vi with a fixed frequency fmin, varying

wavelength λ and loudness A0 to search for prey. They can automatically adjust the

wavelength (or frequency) of their emitted pulses and adjust the rate of pulse emission

γε[0,1], depending on the proximity of their target.

In simulations, virtual bats have their positions xi and velocities vi in a d- dimensional

search space at time step t; that are given by [10]:

fi = fmin +( fmax − fmin)β (3.1)

vt
i = vt−1

i +(xt−1
i − x∗) fi (3.2)

xt
i = xt−1

i + vt
i (3.3)
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where βε[0,1] is a random vector drawn from a uniform distribution. Here x∗ is the

current global best location (solution) which is located after comparing all the solutions

among all the n bats.

After selecting the current best solution among the other solutions, Equation (3.4) is

used to generate a new solution for each bat [10].

xnew = xold + εAt (3.4)

The average loudness of all the bats is At =< At
i > and εε[−1,1] denotes a random

number.

3.2 Pseudo Code of Bat Algorithm

Based on approximations and idealization of the echolocation characteristic, the basic

steps of the Bat Algorithm (BA) can be summarized in pseudo code as follows [10]:

Algorithm 3.1 Bat Algorithm (BA)

1: Objective function f (x), x = (x1, ...,xd)
T

2: Initialize the bat population xi(i = 1,2, ...,n) and vi
3: Define pulse frequency fi at xi
4: while (t < Maxnumbero f iterations) do
5: Generate new solutions by adjusting frequency,updating velocities and loca-

tions/solutions
6: if (rand > ri) then
7: Select a solution among best solutions
8: generate a local solution around the best solution
9: end if

10: Generate a new solution by flying around randomly
11: if (rand < Ai) & f (xi) then
12: Accept new solutions
13: end if
14: Arrange the bats according to rank and highlight the current best x∗
15: end while
16: Post-process results and visualization

13



3.3 Exploration versus Exploitation

Exploration is related to global search and exploitation is similar to local search. In

the first one, we are interested in exploring the search space looking for reasonable

solutions, whereas in the second one we want to refine the solution and try to avoid big

jumps on the search space.

Diversification is how difficult the individuals are within a population. In this context,

it is desirable to have a good diversification in our population to explore the search

space properly. A low level of diversification means a genetic convergence, where, in

theory, the algorithm is closer to the final solution. Thus, it is desirable to have a high

level of diversification at the beginning of the algorithm and a lower one at the end.

Therefore, a low level of diversification, in the beginning, leads to a premature conver-

gence, which is inconvenient. Also, when the diversification is high, the algorithm is

intensified to exploration; otherwise, it is focused on the local search.

3.4 Efficiency

There are various purposes behind the achievement of the Bat Algorithm. In many ap-

plications, the Bat Algorithm achieves a certain objective by using a minimum amount

of materials. Non-linear optimization problems are not as difficult to solve as topology

optimization problems. Results suggest that the Bat Algorithm proved to solve both

non-linear and topology optimization problems. From the key features and updating

equations, efficiency of the Bat Algorithm can be summarized in the following points

[27]:

• Frequency Tuning

• Automatic Zooming

• Parameter Control

14



3.4.1 Frequency Tuning

Bat Algorithms [10] use echolocation and frequency tuning to solve a different kinds

of problems. In reality, however, it is not possible to use echolocation directly, so

frequency variations are used to solve problems. Particle Swarm Optimization and

Harmony Search possessed some essential functionality that is taken from character-

istics of frequency tuning. These unique features put the Bat Algorithm on a more

advanced position compared to other swarm intelligence techniques.

3.4.2 Automatic Zooming

The Bat Algorithm [10] can perform an automatic zooming feature which is useful to

find promising solutions by zooming into the region. At the early stage of the iterations,

it has a quick convergence rate because of automatic zooming that helps to swap from

exploration to local intensive exploitation, which gives the Bat Algorithm a massive

advantage over other metaheuristic algorithms.

3.4.3 Parameter Control

The Bat Algorithm [10] has more parameters to control. Some of the parameters can

be initialized with random numbers, but other parameters are set up according to the

experiment. Sometimes more parameters make it difficult to use the Bat Algorithm

for beginners, but it is useful to increase the efficiency of the algorithm. The values

of the parameters vary in each iteration. Whenever the algorithm is approaching for

an optimal solution, this parameter control technique shows a way to switch from

exploration to exploitation automatically.

3.5 Variants of Bat Algorithm

The Bat Algorithm [10] is a unique metaheuristic algorithm with many advantages.

At the initial stage, it can switch from exploration to exploitation because of very

fast convergence, which makes the Bat Algorithm more effective in classification and

when a quick solution is needed. Many strategies and methods have been followed to
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produce different variants of the Bat Algorithm. The variants of the Bat Algorithm are

described below [27]:

• Fuzzy Logic Bat Algorithm (FLBA)

• Multiobjective Bat Algorithm (MOBA)

• Chaotic Bat Algorithm (CBA)

• Binary Bat Algorithm (BBA)

• Improved Bat Algorithm (IBA)

3.5.1 Fuzzy Logic Bat Algorithm (FLBA)

Khan et al. [28] were first to present the fuzzy logic into Bat Algorithm, which was

named Fuzzy Bat Algorithm. In the field of the distributed system, the Bat Algorithm

was used by Reddy and Manoj [29] who used it to find optimal capacitor placement

for loss reduction. It combined the fuzzy logic to find the optimal capacitor sizes to

reduce waste. Furthermore, Tamiru and Hashim [30] applied the Bat Algorithm in gas

tribune.

3.5.2 Multiobjective Bat Algorithm (MOBA)

Multiobjective algorithms [31] used to find both optimal and maximum optimal solu-

tions. Engineering optimization with multiobjective and multidisciplinary are complex

problems which need efficient optimization algorithms. Xin-She Yang [31] extended

the original version of the Bat Algorithm to solve multiobjective optimization prob-

lems.

3.5.3 Chaotic Bat Algorithm (CBA)

Chaos is introduced into the Bat Algorithm [10] for robust global optimization. With

the help of Levy flights and chaotic maps, Lin et al. [32] introduced the Chaotic Bat Al-

gorithm to accomplish parameter estimation in the dynamic biological system. Later,

four different variants of the Chaotic Bat Algorithm and thirteen different types of
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chaotic maps for validation of those variants are introduced by Amir H. Gandomi and

Xin-She Yang [33].

3.5.4 Binary Bat Algorithm (BBA)

The Binary Bat Algorithm [34] is a discrete version of the Bat Algorithm which is

developed by Nakamura et al. [10] to solve classification [35] and feature selection

problems. Nakamura researched new feature selection techniques, and he proposed a

new method dependent on bats behavior. The wrapper method is used in Nakamura’s

proposed approach, which is powerful enough to combine the exploration of all the

bats and the Optimum-Path Forest classifier. This approach is used to find a specific

set of features. Later, this specific set of features helps to increase the accuracy in a

validating set. Five public datasets are used to conduct an experiment, and the results

of the experiment showed that the BBA perform better compared to the Particle Swarm

Optimization (PSO) [24] and the Genetic Algorithm (GA) [7].

However, the original version of the Bat Algorithm [10] cannot be involved in binary

problems directly. In Xin-She Yangś paper, an experiment has been performed to draw

a conclusion. Twenty-one benchmark functions are used over binary PSO and GA

in the experiment. Furthermore, Wilcoxonś rank-sum non-parametric statistical test

was carried out with five significance levels to judge the proposed algorithm. The

results proved that the proposed algorithm outperforms others on the majority of the

benchmark functions.

3.5.5 Improved Bat Algorithm (IBA)

The original version of the Bat Algorithm has two parameters that can be controlled.

One is the loudness, and another one is the pulse rate. Jamil et al. [36] tweaked the

values of different variations of loudness and pulse emission rates and combined these

values with Levy flights to make an improvement of the original version of the Bat

Algorithm.

Yilmaz and Kucuksille [37] show that the heuristic optimization technique is trendy

and has extensive usage areas. Many researchers applied these methods in many fields.
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The fundamental motivation behind these methods is to accomplish excellent perfor-

mance. In this study, three modifications have been made over exploration and ex-

ploitation mechanisms to improve the Bat Algorithm. The performance of the pro-

posed algorithm is tested against the original version of the algorithm based on ten

benchmark test problems. The solution quality of the test result showed that the rec-

ommended version is better.

3.6 Applications of Bat Algorithm

The original version of the Bat Algorithm has been implemented on the different field

of applications because of its vast diversity of variants. Some of the major applications

are discussed below.

3.6.1 Classifications, Clustering and Data Mining

Komarasamy and Wahi [38] performed an experiment with the combination of k-

means clustering and the Bat Algorithm and they stated that the combination of k-

means with the Bat Algorithm can achieve higher accuracy and therefore better than

various algorithms.

Faritha Banu and Chandrasekar [39] performed document duplication as an optimiza-

tion using revised Bat Algorithm and their research proposed that the revised Bat Al-

gorithm is better than genetic programming.

Khan and Sahai [40] presented the Binary Bat Algorithm in the context of the e-

learning and recommended that bat set of rules are better than the other algorithms.

Later, Khan and Sahai [41] proposed a new type of the Bat Algorithm based on clus-

tering problems, which is named bi-sonar optimization.

Marichelvam, along with Prabahram [42] carried out an experiment with the Bat Al-

gorithm to solve a hybrid flow-shop-scheduling problems and the results put the Bat

Algorithm as the best choice for solving the hybrid flow-shop-scheduling problems.
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3.6.2 Continuous Optimization

The Bat Algorithm deals with continuous optimization problems, and this is the fre-

quent application of the Bat Algorithm, which is extensively studied, and it indicated

that the BA is highly proficient at solving nonlinear problems and can locate the ideal

solutions more precisely (Yang, 2010; Yang and Gandomi, 2012; Yang, 2012; Yang et

al., 2012a).

Bora et al. [43] used optimization technique by the help of the Bat Algorithm on

brushless DC motors and provided successful results.

3.6.3 Image Processing

Abdel-Rahman et al. [44] led an examination on whole human body utilizing the Bat

Algorithm and reasoned that it performs superior to Annealed Particle Filter (APF),

Particle Swarm Optimization (PSO), and Particle Filter (PF).

Du and Liu [45] researched on image matching and proposed a model based on bats.

They marked their model more effective and feasible in image matching than other

models such as Genetic Algorithm.

3.6.4 Fuzzy Logic Application

Lemma et al. [46] combined the fuzzy logic and the Bat Algorithm for energy model-

ing, and later Tamiru and Hashim [30] applied the Bat Algorithm in gas tribune.

3.7 Recent Researches

There have been some exciting researches on the Bat Algorithm over the years. Some

important research topics are discussed in the following sections.

3.7.1 Binary Bat Algorithm for Feature Selection

Feature selection is an important technique that is used to find the important feature

among a given set of features. The Bat Algorithm combined together with the wrapper-
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based approach and the speed of the Optimum-Path Forest classifier to find the set of

features that maximizes the accuracy in a validating set [10]. The research was per-

formed by R. Y. M., Pereira, Nakamura, L. A. M., Costa, K. A., Yang, X. S., Rodrigues,

D., Papa, J. P., (2012).

3.7.2 A new improved Bat Algorithm on micro-grid operations

This study formulated micro-grid operation management under battery energy storage

sizing. The proposed Bat Algorithm used several parallel velocity updating strategies,

considered the effects of optimal battery sizing on micro-grid operation performance,

validate the proposed framework using Rastrigin, Ackley, and Griewank functions and

also tested the effectiveness of the proposed framework on a micro-grid test system.

The research was submitted by Bahman Bahmani-Firouzi corresponding and Rasoul

Azizipanah-Abarghooee [47].

3.7.3 A bat-inspired algorithm for structural optimization

In this research, a novel algorithm is developed with the Bat Algorithm for structural

optimization. The algorithm has the efficiency of the Bat Algorithm and is verified

through numerical examples. The investigation was performed by O. Hasançebi Cor-

responding, T. Teka and O. Pekcan [48].

3.7.4 Bat Algorithm for the fuel arrangement optimization of re-

actor core

S. Kashi, A. Minuchehr, N. Poursalehi Corresponding, and A. Zolfaghari has showed

for the first time that the Bat Algorithm can be developed for the core pattern optimiza-

tion problem [49]. The Bat Algorithm is efficient enough to solve almost all kind of

optimization problems, but there is still room for improvement. By conducting more

researches, the Bat Algorithm can be improved with better performance. In future, re-

searchers should focus on the theoretical understanding of the metaheuristic algorithms

and large-scale problems in real-world applications.
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Chapter 4

Problem Description

Researchers are working on handling the massive amounts of data year after year and

it is quite a challenging task. The raw data are noisy in nature and contain irrele-

vant features which are also known as high-dimensional data. The performance of the

machine-learning algorithms is highly dependent on data and these raw data are the

major cause to downgrade the performance of the algorithms. In the machine-learning

process, the irrelevant features cannot be included and the redundant features contain

the same information, which misleads the learning process. To overcome these prob-

lems, the feature selection technique is introduced. In the proposed thesis, the feature

selection problem will be solved based on unsupervised learning. To solve this prob-

lem, the modified version of the Binary Bat Algorithm will be used.

4.1 Feature Selection

Feature selection [1] is a technique to extract a set of necessary features for an experi-

ment. There can be thousands of features that describe a class of objects entirely. There

can be billions of objects in that particular class. To find an object that is somehow

similar in nature or to create a subclass or to discriminate between these sub-classes,

we depend on features that describe these objects. However, classifying depending on

thousands of features can take a long time, up to several years, and is very costly. Thus,

we try to find an alternative way that is much cheaper and less time consuming, a way
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in which we can obtain almost the same results. We select a subset containing features

which are most dissimilatory.

The particular problem in any machine-learning platform is to exactly evaluate the

relationship f (X) under input data X ={x1,x2, . . . ..,xM} and the Y output is memory

dependent data points of {Xi,Yi}, i = 1, ..., ,N, normally Xi and Yi vectors are real and

whole numbers. The Y output is undetermined for input characteristics total set of

{x1,x2, ...,xM}. Moreover, the decision is taken by their subset of {x(1),x(2), ...,x(m)},

(m < M). Under sufficiency of periods, the use of features of input with the irrelevant

features to find the exactness of the function to the contrast of input and output is

considerable [50]. However, the whole learning process has been observed to evoke

two general problems, under the irrelevancy of features. The rise in computational

costs is due to the irrelevant features in the input. The increase in features increases the

computational cost concerning a large number of predictions. Over-fitting is induced

to the irrelevancy of features in the input.

An insightful motivation of the feature selection is to find and prioritize the modes

of ignorance to the less significant input features on the outcome (output), while the

model size is maintained and the model of approximate is kept small [51]. In the

community of statistics, "Subset selection" is the alternative name of feature selection,

where a thorough analysis is provided in [1]. Also, Feature selection is known as

variables or attributes selection where features denote variables or attributes. There are

four basic steps for feature selection which are shown in figure 4.1 [52] and the steps

are discussed below [52]:

• The Generation step will create a new subset from the original feature set.

• The Evaluation function will evaluate the subset that is created from the original

feature set. It will decide the relevancy towards classification using dependency,

consistency, distance and information.

• Stopping criteria will stop the whole procedure if an optimal feature subset is

found.

• The Validation step will the take a decision whether the chosen feature subset is
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Figure 4.1: Feature selection process [52].

validated or not.

Mostly machine-learning algorithms are classified into supervised and unsupervised

learning [53]. In supervised learning, classifiers are used which come from learning

the labeled data and constructing a model based on that learning. Unsupervised learn-

ing is quite the opposite. In unsupervised learning, clustering is used which comes

from learning unlabeled data and constructing a model based on that learning. All the

features are not important. Some features affect clustering algorithms. In addition,

reducing features causes problems that the unsupervised algorithm breaks down with

high dimensional data.

4.2 Classification of Feature Selection Methods

Feature selection [1] methods are classified into a certain number of ways and among

them the standard approaches are the filter, wrapper, embedded and hybrid methods

[54, 55]. These methods can be applied in both supervised and unsupervised learning

[53]. The Wrapper-based approach has been chosen for the proposed thesis, because

this method gives better performance by reducing the main criteria of the learning

model, which ensures fewer errors. Also, the wrapper method uses classification per-

formance like the accuracy of a classifier to do the evaluation.
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4.2.1 Filter Methods

The Filter method does not focus on building algorithms as models; instead, it focuses

on picking features based on performance. Later, the modeling algorithm can use the

best features after they were selected. Not all filter methods can be applied to different

problems of machine learning. Different kinds of filter methods are used based on the

problems, for example, classification, clustering, or regression. Univariate and multi-

variate feature filters are different. Univariate filters rate one feature while multivariate

filters rate a whole feature subset. Univariate feature filters are independent, scalable,

and fast but ignore learning algorithms and the relationship between features. Mul-

tivariate feature filters are independent and utilize feature relationship but show poor

scalability and are slow.

4.2.2 Wrapper Methods

Wrapper methods are different than filter methods, because wrappers focus on the

quality of the modeling algorithm and based on that wrappers select features. If the

wrapper approach is applied in the classification task, then the subset of features will

be evaluated based on the performance of the classifier (e.g. SVM) [56]. However,

the wrapper will evaluate the subset of features based on the clustering algorithm in

clustering (e.g. k-means) [57].

4.2.3 Embedded and Hybrid Methods

During the execution of the modeling algorithm, embedded methods perform feature

selection. In this method, both the feature selection algorithm and learning algorithm

are integrated with each other. Decision-tree algorithms and various types of regression

algorithms are part of the embedded method.

Hybrid methods are the combination of both filter and wrapper approaches [58]. Filter

approaches work for minimizing the search space dimension and the wrapper approach

helps to find the best subset.
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4.3 Application of Feature Selection

Feature selection is a brighter area in the world of machine learning and other pre-

dictable environments. It has various application areas based on different methods.

Major areas such as text mining, image processing, and industrial sectors are signifi-

cant areas where feature selection is mostly used.

4.3.1 Text Mining

Text mining has been classified into a wide range of applications such as text catego-

rization, text summarization, and chosen entity extraction. Depending on the applica-

tion, various methods, such as mining, classification and clustering, are used for text

categorization application.

Forman [58] performed an experiment using the filter feature selection method for text

classification. The performance was evaluated based on an SVM classifier. Precision,

recall, F-measure, and accuracy are the evaluation metrics that are selected for analyz-

ing the performance. Two hundred twenty-nine classification problems were used to

evaluate twelve feature selection metrics.

Liu et al. [4] research feature selection problems of text clustering and the study shows

that feature selection can improve its performance and efficiency. In the experiment,

three document datasets are used, and five filter selection methods are tested. The

authors proposed a supervised feature selection method with clustering in a bootstrap

setting. The proposed method reduces entropy and increased precision.

4.3.2 Image Processing

Image classification [59, 55] is one of the problems that are solved using feature se-

lection. Many features are used in identifying an image, but only a few of them play a

vital role to increase the efficiency and effectiveness of classification.

Bins and Darper [60] researched the image classification problem by using filter-based

feature selection. The combination of Relief, k-means clustering, sequential floating

forward/backward feature selection algorithm is used in three steps by three different
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image datasets, and the results prove that the hybrid algorithm performed much better

than when using a single algorithm.

Mustra et al. [61] used a mammographic image in the research and the wrapper-based

feature selection method for breast destiny classification. In the following analysis,

two datasets of the mammographic image have been used along with three different

classifiers. The results showed a significant improvement after using feature selection.

4.3.3 Industrial Applications

The feature selection method is vital in the industrial application to maintain the excel-

lent performance of the machines. Liu et al. [62] applied feature selection to improve

the accuracy of detecting the fault in a system. The proposed approach was compared

with different SVM, entropy-based feature selection, and neural network wrappers,

and the best performance can be achieved by combining the proposed method with a

wrapper.

4.3.4 Bioinformatics

Feature selection plays an important role in the field of bioinformatics. Genomic

datasets contain individual gene features. Feature selection can be applied in these

datasets to obtain the unique feature of genes and solve a particular problem based on

those genes.

Dessi et al. [63] worked with DNA microarray for comparing eight selection methods

on three benchmark functions. Furthermore, they broke down how comparable the

yields of diverse choice strategies are and discovered that the outputs of the univari-

ate approach appear to be increasingly similar to each other than to the multivariate

procedures.

Abusamra [64] worked with two datasets of microarray gene expression data to an-

alyze the performance of eight different filter-based feature and three classification

methods. The classifier and the dataset that are used in the experiment will determine

the performance of the feature selection method. Moreover, Abusamra added that the
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accuracy could be further improved for both datasets. All the processes that are used

in the experiment selected seven features.
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Chapter 5

Proposed Method

5.1 Binary Bat Algorithm

The binary version of the Bat Algorithm has a similar concept as the original version

of the Bat Algorithm; the dissimilarities in the algorithm lie in the search space of

the algorithm. The original Bat Algorithm performs in the continuous search space,

whereas the binary version of the algorithm performs the task in the discrete search

space [45]. The search space of the Binary Bat Algorithm is restricted to 0’s and 1’s,

so the change of the velocity and the change of the position of the search space cannot

be executed. In this thesis, the search space is designed as an n-cube, where n is the

number of features. For a situation like this, the optimal or near optimal solutions are

chosen from 2n potential outcomes, and it compares to one of the n-cube’s corners

[65]. For solving continuous optimization problems, each bat moves in the search

space towards the continuous-valued position. However, in case of either all or no

problems this approach fails. Such situations are created by problems such as feature

selection [1], binary knapsack [66], and job-shop scheduling [67], etc. To solve these

types of problems the original Bat Algorithm [10] is modified to a binary version [34].

The modification is done by using the sigmoid transfer function which restricts the

position of the new bats from continuous to binary values. The responsibility is to be

taken that the transfer function that is selected is between the interval of [0, 1] and the

returned transfer function is directly proportional to the alternative of the velocity.
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The transfer function of the discussed Binary Bat Algorithm is defined in Equation

(5.1) and Figure 5.1 [34].

S(vk
i (t)) =

1

1+ e−v j
i (t)

(5.1)

Here, i is the particle and vk
i (t) indicates the velocity of the corresponding particle at t

iteration.

Figure 5.1: Sigmoid transfer function [34].

After the calculation of the probabilities using transfer function, Equation (5.2) is used

to update the particle’s new position [34].

xk
i (t +1) =

⎧⎪⎨⎪⎩0 if rand < S(vk
i (t +1))

1 if rand ≥ S(vk
i (t +1))

(5.2)

Here, xk
i (t) denotes position and vk

i (t) denotes velocity corresponding to i-th particle at

t-th iteration in k-th dimension. A typical V - shaped transfer function looks like Figure
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5.2 [34] and the transfer function is used along with a rule that is used to update the

position using Equation (5.3) and (5.4) [34].

V (vk
i (t)) = | 2

π
arctan(

π

2
vk

i (t))| (5.3)

xk
i (t +1) =

⎧⎪⎨⎪⎩(xk
i (t))

−1 if rand < V(vk
i (t +1))

xk
i (t) rand ≥V (vk

i (t +1))
(5.4)

Here, xk
i (t) denotes position and vk

i (t) denotes velocity corresponding to i-th particle at

t-th iteration in k-th dimension and (xk
i (t))

−1 is the component of xk
i (t).

Figure 5.2: V - shaped transfer function [34].
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The pseudo code of the Binary Bat Algorithm is as follows [34]:

Algorithm 5.1 Binary Bat Algorithm (BBA)

1: Initialize the bat population: Xi(i = 1,2, ...,n) = rand(0 or 1) and Vi = 0

2: Define pulse frequency Fi

3: Initialize pulse rates ri and the loudness Ai

4: while (t < Maxnumbero f iterations) do

5: Adjusting frequency and updating velocities

6: Calculate transfer function value using equation (5.3)

7: Update positions using equation (5.4)

8: if (rand > ri) then

9: Select a solution (Gbest) among the best solutions randomly

10: Change some of the dimensions of position vector with Gbest

11: end if

12: Generate a new solution by flying randomly

13: if (rand < Ai) & f (xi)< f (Gbest) then

14: Accept the new solutions

15: Increase ri and reduce Ai

16: end if

17: Arrange the bats according to rank and highlight the current Gbest

18: end while

5.2 Modified Binary Bat Algorithm

In this thesis, we used a trial and error approach with some modification and parameter

tuning with the BBA, which is previously mentioned. The following list represents the

contributions to the Binary Bat Algorithm and the pseudo code of the modified version

of the Binary Bat Algorithm is presented in Algorithm 5.2.

• Number of Bats: We choose the initial population to be half of the number of

features in the input dataset. We assume that it should reduce overhead in com-

putation.

• Frequency Range: We followed the paper by Rani et al. [68]. In this paper, there
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was no clear indication of the frequency range. So, we assumed it supports the

frequency range of the original Bat Algorithm, which is for continuous numeri-

cal optimization. For our work, we determined that the frequency should range

over 0 to 2 for the best and fast performance of the algorithm.

Figure 5.3: Uniform distribution between 0 and 1.

• Loudness and Pulse Rate: The method proposed in [68], initializes loudness, A0

at 0.5 and pulse rate r0 at 0.9 for all bats of the first generation. We changed both

of these with a random function which generates values between 0 to 1 so that the

population may start and change randomly. This is why our proposed method

works better where there is more area to explore i.e., better exploration. We

used uniform distribution for our random number generation. The distribution is

shown in Figure 5.3.
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Algorithm 5.2 Modified Binary Bat Algorithm (MBBA)
1: Initialize the bat population half of the number of features of dataset, iteration =

40

2: Define pulse frequency Fi = rand(0 to 2)

3: Initialize pulse rates ri = rand(0 to 1)

4: Initialize loudness Ai = rand(0 to 1)

5: fit1 = fitness of initial bats are calculated using (6.1)

6: minimum_fit = minimum fitness of bat

7: while (t < iteration) do

8: Adjust frequency and update velocity

9: Calculate transfer function value using equation (5.3)

10: Update positions using equation (5.4)

11: if (t < rand) then

12: generate new bats

13: end if

14: if (rand > ri) then

15: update newbats with gbest

16: end if

17: fit2 = fitness of new bats are calculated using (6.1)

18: if ( f it1 < f it2) && (rand > Ai) then

19: Update initial bat, reduce Ai and increase ri

20: end if

21: if ( f it2 < minimum_ f it) then

22: update gbest

23: end if

24: end while

5.3 k-means Clustering

Clustering follows the property of an object to change the disorganized set of objects

to an organized one. There are lots of popular clustering algorithms, but among them,

the most popular one is the k-means algorithm, which is suitable for the fast iterative
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algorithms [69]. The main task of this algorithm is to divide n objects from the dataset

for k clusters that use center-based clustering methods [70]. This algorithm is helpful

when the label of the data is missing, and it is also the simplest of all the algorithms

to implement and to run. In this thesis, the k-means clustering algorithm is used to

validate the relevance of the selected features. The k-means algorithm is described as

follows [71]:

Algorithm 5.3 k-means Clustering Algorithm
1: Choose initial centroids {m1, ..., ,mk} of the clusters {C1, ..., ,Ck}.

2: Calculate new cluster membership. A feature vector x j is assigned to the cluster

Ci if and only if,

i = argmink=1...k||x j −mk||2 (5.5)

3: Recalculate centroids for the cluster according.

mi =
1
|Ci| ∑

x jεCi

x j (5.6)

4: If none of the cluster centroids have changed, finish the algorithm. Otherwise go

to Step 2.

5.4 k-Nearest Neighbor Classifier

Classification is a field of research in machine-learning, which classifies objects, im-

ages, sound, and text, etc. The most straightforward classification algorithm in machine-

learning techniques is the k-Nearest-Neighbor (k-NN) [72], which is simple but effec-

tive. The k-NN is a lazy learning algorithm because it stores the training data and waits

for the testing data and classification is conducted using the most related training data.

This method classifies instances based on the relationship among variables and can be

used for both classification and regression. The k-NN algorithm is described as follows

[72]:
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Algorithm 5.4 k-NN Classification Algorithm
1: Classify (X ,Y,x) where X: training data, Y: class label, x: unknown sample

2: for i = 1 to m, do Compare distance d(Xi,x)

3: Compute set I containing indices for k smallest distances d(Xi,x)

4: return majority label for {Yi where iI}
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Chapter 6

Experimental Evaluation

The proposed binary version of modified Bat Algorithm (MBBA) is implemented in

MATLAB using Intel Core i5 processor with 12 GB RAM and 1 TB hard disk running

on Windows 10 operating system.

6.1 Experiment Design

In this experiment, confusion matrix, precision, recall, and f-measure are used as the

evaluation metrics to evaluate the results. Classification accuracy and the number of

selected features are used for performance measure and comparative analysis. The

accuracy of the selected features is tested with the k-nearest neighbor classification

algorithm using WEKA [73]. To get better results, the algorithm was executed forty

times, and the 10-fold cross-validation is used for the selected features as a classifi-

cation model in the proposed method which helps to evaluate the model by dividing

the original sample into training and test set. Sum of Squared Error is selected as the

fitness function for the k-means clustering algorithm.

6.1.1 Dataset Description

The proposed method is tested on four different real-world datasets: Wisconsin Breast

Cancer, Splice, Ionosphere, and SVMGuide1, which are publicly available in the UCI

machine-learning repository. The class level of all the datasets is removed because the
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proposed method is for unsupervised learning. Table 6.1 presents the key characteris-

tics of these datasets.

Table 6.1: Dataset description

S. No. Data Set No. of Samples No. of Features Classes
1 Wisconsin Breast

Cancer
683 10 2

2 Splice 1000 60 2
3 Ionosphere 351 34 2
4 SVMGuide1 3089 4 2

6.1.2 Evaluation Metrics

The performance of the proposed method is validated with six evaluation metrics. First,

the confusion matrix [74], which is also known as the error matrix, gives performance

visualization of an algorithm. The columns and the rows of the confusion matrix has a

different meaning. The columns represent each instance in a predicted class, whereas

the rows represent each instance in an actual class. For two-class classification prob-

lem, the confusion matrix is shown in Table 6.2 [74].

Table 6.2: Confusion matrix

Prediction
Negative Positive

Actual
Negative TN FP
Positive FN TP

The entries in the confusion matrix have the following meaning:

• True Positive (TP): Number of correct positive predictions.

• True Negative (TN): Number of correct negative predictions.

• False Positive (FP): Number of incorrect positive predictions.

• False Negative (FN): Number of incorrect negative predictions.
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Next evaluation metric is the Sum of Squared Error (SSE), which is used for clustering

algorithms to validate. SSE is defined as follows [75]:

SSE(X ,Π) =
k

∑
i=1

∑
x jεci

||x j − ci||2 (6.1)

Where, N is the feature vector and x is a data point in cluster ci. The target object (xi)

of each group (ci) relies on the euclidean distance measurement (mi) to determine the

clustering quality. Euclidean distance and mi is centroid of cluster ci, which can be

calculated from the equation below:

mi =
1
|ci| ∑

x jεci

x j (6.2)

Accuracy [76] is also used as an evolution metric, which is the ratio of the number of

samples appropriately classified to the total number of samples as given below:

Accuracy =
T P+T N

T P+FP+T N +FN
∗100 (6.3)

The highest classification accuracy features are considered as the best features.

Other three evaluation metrics that are used in this experiment are precision, recall, and

f-measure. Precision [77] denotes the ratio of observations that are correctly predicted

to the total number of positive predicted observations.

Precision =
T P

T P+FP
(6.4)

Recall [77] denotes the ratio of observations that are correctly predicted to all the

views.

Recall =
T P

T P+FN
(6.5)
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F-measure [77] is the weighted average combination of both precision and recall.

Fmeasure = 2∗ Precision∗Recall
Precision+Recall

(6.6)

6.2 Result and Analysis

In Table 6.3, the confusion matrices for the Wisconsin Breast Cancer, Splice, Iono-

sphere, and SVMGuide1 datasets are given which provide us the information regarding

the number of true positives (TP), true negatives (TN), false positives (FP), and false

negatives (FN) obtained for all four datasets.

Table 6.3: Result of confusion matrices from experiment

Wisconsin Breast Cancer Splice
Class 1 Class 2 Class 1 Class 2

Class 1 434 10 Class 1 458 25
Class 2 25 214 Class 2 182 335

SVMGuide1 Ionosphere
Class 1 Class 2 Class 1 Class 2

Class 1 198 891 Class 1 198 891
Class 2 38 1962 Class 2 38 1962

The evaluation metrics such as precision, recall, and f-measure which are calculated

from true positives, true negatives, false positives, and false negatives are given in

Table 6.4.

Table 6.4: Various evaluation metrics deduced from confusion matrix

S. No. Dataset name Precision Recall F-measure
1 Wisconsin Breast Cancer 0.949 0.949 0.948
2 Splice 0.827 0.793 0.789
3 SVMGuide1 0.741 0.699 0.629
4 Ionosphere 0.869 0.867 0.869

The results of the experiment are compared with the methods presented in [68] based

on the accuracy and the number of the selected features. Figure 6.1, 6.2, 6.3, and, 6.4

show the results of the experiment on four different datasets. Figure 6.1(a) and 6.1(b)

compare the accuracy and the number of the selected features of Wisconsin Breast
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Cancer dataset by the BBA with the k-means and Optimum-Path Forest (OPF) and

other swarm intelligence algorithms, namely Firefly Algorithm (FA) [6], Gravitational

Search Algorithm (GSA) [78], Harmony Search (GS) [79], and Particle Swarm Op-

timization (PSO) [80] against the proposed Modified Binary Bat algorithm (MBBA)

with the k-means algorithm. The proposed method resulted higher accuracy of 94.87%

and identified a minimal set comprising two features.

Figure 6.1: Results of Wisconsin Breast Cancer Dataset.

Figure 6.2(a) and 6.2(b) shows the accuracy of the MBBA with the k-means algo-
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rithm is 79.30% and the selected features is sixteen over Splice dataset, which is better

compared to the BBA with the k-means algorithm, BBA with OPF, FA, GSA, HS and

PSO.

Figure 6.2: Results of Splice Dataset.

The accuracy of the MBBA with the k-means for Ionosphere is 86.89%, which is

higher and the number of the selected features is six which is lesser when compared to

BBA with the k-means, BBA with OPF, FA, GSA, HS, and PSO are shown in Figure

6.3(a) and 6.3(b) respectively.
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Figure 6.3: Results of Ionosphere Dataset.

Figure 6.4(a) compares the accuracy of SVMGuide1 by the MBBA with the k-means

against other methods. Here, the proposed method gives 69.93% accuracy, which is

less than BBA with the k-means, BBA with OPF, FA, GSA, HS, and PSO.
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Figure 6.4: Results of SVMGuide1 Dataset.

Figure 6.4(b) compares the number of the selected features over the same dataset. The

proposed method selected three features, which is the same as FA, GSA, and PSO. But,

BBA with the k-means, BBA with OPF and HS selected fewer features, which is two.

The proposed method performed better in Wisconsin Brest Cancer, Splice and Iono-

sphere datasets in terms of accuracy and the number of the selected features compared

to the other methods. The proposed method did not perform better with SVMGuide1
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dataset. A possible reason behind this could be the lower number of features present in

the SVMGuide1 dataset. It shows the the explorative quality of the proposed algorithm

rather than being exploitative.
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Chapter 7

Conclusion and Future Work

7.1 Conclusions

Solving feature selection problems to improve the performance of the machine-learning

algorithms and provide better results is an important research topic. In this thesis, a

modification has been done over the binary version of the Bat Algorithm (BA) called

the Binary Bat Algorithm (BBA). The modification has been done by controlling the

parameters (frequency, pulse rate, loudness). Later, the wrapper-based approach and

the k-means clustering algorithm are used along with the proposed modified BBA

(MBBA) to solve the feature selection problem in unsupervised learning where the

dataset is provided without class label. The sum of squared error from k-means clus-

tering worked as a fitness function in MBBA. The proposed method determines a new

solution by selecting the loudness and pulse rate randomly, which improves the ex-

ploration and exploitation technique and also gives the best solution without being

trapped in a local optimum, which shows that the proposed method produces better

results than several other algorithms. Also selecting the number of bats based on half

of the instances makes the modified algorithm perform faster. An experiment was per-

formed to evaluate MBBA against several metaheuristic algorithms to identify how

well the proposed method is performing. The results in the experiment show that the

proposed method generates better quality solutions. What is also notable is that this

method outperformed the existing methods for three out of four datasets used in the
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experiment by producing results with higher accuracy and minimal number of features

in comparison with the existing methods.

7.2 Future Work

The importance of further research will increase as the feature selection problem con-

tinues to gain popularity. This thesis creates an opportunity for future work that will

help to solve the feature selection problem more efficiently. Other unsupervised learn-

ing algorithms can be used to enhance performance. Swarm intelligence algorithms

such as Ant Colony Optimization, Particle Swarm Optimization, Cuckoo Search, and

Firefly can be combined with the Binary Bat Algorithm to make a new hybrid algo-

rithm which can be used to solve the feature section problem. The proposed method

can be applied to different real-world applications. Similarly, the performance of the

proposed MBBA can also be investigated for other applications.
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