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DRI: 
The Digital Repository Of Ireland (DRI) is an 
interactive, national trusted digital repository 
for contemporary and historical, social and 
cultural data held by Irish institutions. 
 
The DRI follows the Open Archival Information 
System (OAIS) ISO reference model and The 
Trusted Repository Audit Checklist (TRAC) 
 
 



OAIS Model: 

Source:www.digital-preservation.com 
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- seperated into six functional entities and related 
interfaces. 
- The Archival Storage Functional Entity (labelled ‘Archival Storage’ in the figures in this 
section) provides the services and functions for the storage, maintenance and retrieval of 
AIPs. 
- Archival Storage functions include receiving AIPs from Ingest and adding them to 
permanent storage, managing the storage hierarchy, refreshing the media on which Archive 
holdings are stored, performing routine and special error checking, providing disaster 
recovery capabilities, and providing AIPs to Access to fulfill orders.



DRI Storage Requirements: 

 
 

OAIS/TRAC requires the following from storage: 
 
- Minimal conditions for performing long-term 
preservation of digital assets 
- Long Term Preservation of digital assets, even if the 
OAIS (repository) itself is not permanent or present. 
 



DRI Storage Requirements: 

 
 

- Open Source/Open Standards 
- Independence 
- High Availability 
- Dynamically Configurable 
- Ease of Interoperability (Interfaces, APIs) 
- Data Security/Placement (Replication, Erasure coding, 
Placement, Tiering, Federation) 
- Self Contained 
- Commodity Hardware 
 
 



Software Defined Storage vs SAN: 

 
 

 
- Lower Cost (Open Source, Commodity hardware)  
- No Vendor Lock-In 
- Utilise old or existing servers/infrastructure 
- Flexibility (IOPS or Space or Bandwidth) 
- Incremental hardware upgrade path 
 
 
 



Storage Solutions We Tested: 
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- iRODS v3.3: Data Grid software system from DICE
- HDFS v1.0.2: Storage element of Hadoop Compute Cluster
- GPFS v3.5: Commercial solution from IBM
- ceph v0.67 dumpling



HDFS: 
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Hadoop software is a framework for the distributed processing and storage of large datasets. It is open source (GPL) and is maintained by the Apache Software Foundation. The processing component is an implementation of a paradigm called Map/Reduce. The storage component is the Hadoop Distributed FileSystem (HDFS). HDFS is designed to handle massive files with a “write-once-read-many” access model and streaming data access patterns. It is widely deployed by large technology companies including Facebook, Adobe and Amazon [4].

An HDFS cluster consists of Namenodes and Datanodes that operate in a master-worker fashion. The Namenode manages filesystem namespace by maintaining the filesystem tree, file metadata and data location mappings. The Datanode stores and retrieves data.  Three Datanodes and one Namenode were deployed (Fig. 3). 



Why we didn't choose HDFS: 

 
 

- Only provides RESTful API interface. No posix or RBD. 
- Performance geared towards large data sets. I/O of many 
small files is poor.  
- Single point of failure and bottleneck at its Namenode. 
- Doesn’t provide any federation 
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tested version 1.0.2
15 October, 2013: Release 2.2.0
-  more stable,  remain compatible  of both APIs and protocols.
-  High Availability for HDFS , HDFS Federation

HA: In a typical HA cluster, two separate machines are configured as NameNodes. At any point in time, exactly one of the NameNodes is in an Active state, and the other is in a Standby state. The Active NameNode is responsible for all client operations in the cluster, while the Standby is simply acting as a slave, maintaining enough state to provide a fast failover if necessary.

 includes a so-called secondary namenode, which misleads some people into thinking[citation needed] that when the primary namenode goes offline, the secondary namenode takes over. In fact, the secondary namenode regularly connects with the primary namenode and builds snapshots of the primary namenode's directory information, which the system then saves to local or remote directories. These checkpointed images can be used to restart a failed primary namenode without having to replay the entire journal of file-system actions, then to edit the log to create an up-to-date directory structure. Because the namenode is the single point for storage and management of metadata, it can become a bottleneck for supporting a huge number of files, especially a large number of small files. HDFS Federation, a new addition, aims to tackle this problem to a certain extent by allowing multiple name-spaces served by separate namenodes.

federation:In order to scale the name service horizontally, federation uses multiple independent Namenodes/Namespaces. The Namenodes are federated, that is, the Namenodes are independent and don't require coordination with each other. The datanodes are used as common storage for blocks by all the Namenodes. Each datanode registers with all the Namenodes in the cluster. Datanodes send periodic heartbeats and block reports and handles commands from the Namenodes.



iRODS: 
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The integrated Rule Oriented Data System (iRODS) is  highly flexible software infrastructure that can be configured to implement any desired data management application including Data Grids, Data Libraries, Data Preservation Environments, Data Processing Pipelines etc [3]. iRODS technology is Open Source (BSD license) and is developed by the Data Intensive Cyber Environments (DICE) group which consists of the University of North Carolina at Chapel Hill (UNC) and the University of California, San Diego (UCSD).
	
	iRODS can be described as ‘adaptable middleware’ in which data management policies and procedures can be dynamically modified by an administrator. 

An iRODS 'Datagrid' consists of iRODS Resource Servers and one iCAT metadata server. The Resource Server hosts storage and rule engines while the iCAT server stores persistent state information for the cluster (metadata, data location mappings, Rules, ACLs etc.). 



Why we didn't choose iRODS: 

 
 

 
 
- Default Interfaces limited. No Restful, RBD. 
- Single point of failure at its iCAT metadata server 
- Overlapping functionality with Fedora Commons  
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irods: HA is documented on irods website but requires configuring and managing this through postgres DB server. not internally to irods. 



GPFS: 
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The General Parallel FileSystem (GPFS) is IBM’s high-performance data storage product. It has a closed, commercial license. It is unique in that it is block based whereas the other storage systems evaluated are object based. It is heterogeneous: a cluster can consist of AIX, Linux and/or Windows nodes.  It is deployed by thousands of users in areas such as High-performance Supercomputing, Science, Big-Data Analytics and Business Enterprise.

GPFS consists of Network Storage Devices (NSDs) and Nodes. NSDs store data while individual Nodes serve parts of the filesystem. Together the Nodes provide a unified namespace to clients. Data and metadata is distributed among the NSDs. 





Why we didn't choose GPFS: 

 
 

 
- Default Interfaces limited. No Restful, RBD. 
- Data Replica limit of 2. 
- Closed source 
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irods: HA is documented on irods website but requires configuring and managing this through postgres DB server. not internally to irods. 



CEPH: 
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Ceph is an object-based, massively-scalable, unified storage solution. It is Open Source (LGPL) and maintained by Inktank. Ceph consists of the Reliable Autonomic Distributed Object Store (RADOS).
RADOS 'preserves consistent data access... while allowing nodes to act semi-autonomously to self-manage replication, failure detection, and failure recovery... providing clients with the illusion of a single logical object store' [5]. 

Ceph architecture consists of Object Store Daemons (OSDs), Monitors (MONs), MetaData Servers (MDSs) and RadosGateways (RadosGW). The OSDs and MONs participate to create a RADOS cluster. The OSDs store the data as objects while the MONs track cluster state and health. The MDS manages CephFS metadata while the RadosGW provides an S3 compatible interface. 9 OSDs, 1 MON, 1 MDS and 1 RadosGW were deployed (Fig. 4).




Why we chose Ceph: 

 
 

- We like its distributed, clustered architecture 
- Provides complete high availability on install 
- Scales out horizontally to massive levels 
- Data Security/Placement: Distributed, Replicated 
- Many interface options  
- Rich, documented, multi-level APIs 
- Dynamically configurable 
- Good Performance for general use (many small file I/O) 
- Solid release schedule, new features 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 



Findings: 

 
 

 
 
 
 
 
 
 
   
 
 
 
 



DRI Infrastructure 
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3 OSD, 3MONS, 1 MDS, 2 RGW, 4 Opennebula compute nodes. 50 VMS, 15 for DRI. Raw size: 40TB.scale to 200-250 TB in production. 








DRI Bit Preservation 
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New Ceph Features: 

 
 

- Asynchronous Geo-Replication 
- Erasure Coding  
- Tiering 
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Emperor v 0.72 :

asynchronous replication (which we are already testing)

firefly 0.77 :

Erasure coding
Tiering








 
 

 
DRI:  www.dri.ie 

Trinity HPC:  www.tchpc.tcd.ie 
Trinity College Dublin: www.tcd.ie 

 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 

Questions? 



Links: 

 
 

Ceph:      www.ceph.com 
HDFS:     hadoop.apache.org 
IRODS:     www.irods.org 
     
GPFS:   
 www.ibm.com/systems/software/gpfs/ 
 
Project Hydra:    projecthydra.org 
Fedora Commons:  www.fedora-commons.org 
Apache SOLR:   lucene.apache.org/solr/ 
    
HAProxy:     haproxy.1wt.eu 
 
 
 
 
 
 
 
 
 
   
 
 
 
 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 

Performance 

Poor performance with low number of OSDs (6) and 
replication.  
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 



 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 

Performance 

Adding OSDs (26) improves replicated performance   
 
 
 
 
 
 
 
 
 
 
   
 
 
 
 

Source: Diana Gudu, KIT   
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