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Designing user interfaces for novel software systems can be challenging since the usability preferences of the users are not well known. This thesis presents a usability study conducted for the development of a user interface for game developers to enter game specific information. By conducting usability testing, the usability preferences of game developers were explored and the design was shaped according to their needs. An assessment of the overall usability of the final design is provided together with the main findings that include the usability preferences and design recommendations. The results showed that the most valuable usability preferences are quickness, error tolerance and the ability to constantly inspect the entered information.
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### LIST OF SYMBOLS AND ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>API</td>
<td>Application Programming Interface</td>
</tr>
<tr>
<td>HCI</td>
<td>Human Computer Interaction</td>
</tr>
<tr>
<td>HTTP</td>
<td>Hypertext Transfer Protocol</td>
</tr>
<tr>
<td>LCU</td>
<td>Least Competent User</td>
</tr>
<tr>
<td>NFL</td>
<td>New Functionality List</td>
</tr>
<tr>
<td>REST</td>
<td>Representational State Transfer</td>
</tr>
<tr>
<td>UCD</td>
<td>User Centered Design</td>
</tr>
<tr>
<td>UI</td>
<td>User Interface</td>
</tr>
<tr>
<td>UIL</td>
<td>Usability Issues List</td>
</tr>
</tbody>
</table>
1 INTRODUCTION

An important factor in the success of a software system is the design of its User Interface (UI) in a way that users will encounter its usage as a gratifying experience. Software developers have always been challenged by the fundamental question of what design decisions should be taken to produce a UI that is efficient, effective, easy to learn, error tolerant and satisfying. In other words, how to produce a usable UI.

The benefits of usability, as identified in the literature, justify the rationale behind investing in it. Highly usable systems can have substantial economic and social benefits for users and employers. Such systems result in increased productivity for users and operational efficiency for organizations. By being easier to understand and use, the training and support costs for the organizations are reduced. At the same time, the overall user experience is improved with less discomfort and stress for the users. [1]

A remedy that comes to alleviate designers when it is not clear how to incorporate usability into a product is the User Centered Design (UCD). UCD represents the processes, methods, techniques and procedures for developing usable products. It is an iterative design approach that places the user at the center of the development process and employs various techniques to evaluate and measure the usability of the product [2].

There have been multiple case studies in the scientific literature, e.g. [3][4], demonstrating the application of UCD to achieve usability in various types of software systems. These studies have shown that applying UCD is an established
way of working to ensure that the final product will be usable. Presently, UCD is internationally endorsed as a best practice in systems design and development [5].

The case studied in this thesis is related to the development of the web UI of the Game Cloud with usability as a driving factor. The Game Cloud is a software system that allows game developers to store game specific information in order to achieve links between games. It operates as a service and offers various programming interfaces to be used by games for the exchange of information. Before integrating the interfaces to the source code of their games, the game developers have to enter game specific information into the system (e.g., items, achievements, events). This is achieved through a web UI.

A significant design problem is derived from the novelty of the Game Cloud which deprives the developers of the system from knowing what design decisions would ensure the usability of the UI, in terms of efficiency and effectiveness. The use case of entering the items, achievements and events of games into a software system through the use of a UI has not been practiced in the past. Thus, there is not any prior source to look for design recommendations. A further obstacle that amplifies the difficulty of the design task is the fact that the usability preferences of the game developers are not well known.

The use case of entering game specific information to the Game Cloud is fundamental for the proper functioning of the system. It is a prerequisite that must be accomplished before the Game Cloud can offer its complete set of services. Thus, the overall acceptance of the system is tightly coupled to the usability of the front-end (i.e., the web UI). If the game developers experience an unusable UI during their first encounter with the Game Cloud, they are very likely to reject the system.
1.1 Objectives and research questions

The research question to be answered in this thesis is the following: “What usability preferences do game developers have from the web UI of the Game Cloud?” The research question is supported by the following sub-question: “What design decisions can improve the usability of the UI in terms of efficiency and effectiveness?”

The thesis presents a usability study conducted for the development of the web UI of the Game Cloud. The employed evaluation technique was usability testing, the mostly renowned UCD technique. The information collected by the usability tests was analyzed and translated into a collection of main findings that include the usability preferences game developers have from the UI as well as design recommendations. The findings of this study can assist UI designers who would have to design similar products in taking the right design directions.

1.2 Research methodology

The development of the UI followed an iterative approach. After implementing the first prototype, exploratory usability tests were conducted to receive qualitative feedback from the users, expressing their preferences and feelings on the design. That feedback was used to fix potential usability issues and extend the prototype’s functionality according to the users’ preferences. This led to a new version of the prototype to be tested to the next iteration.

This cycle (i.e., conduct usability test, fix usability issues, add new functionality, test again) was repeated until the UI reached its pre-release state. In the pre-release state a different type of test was conducted that aimed to assess how usable the UI was at that point. In addition to qualitative data, the final test collected quantitative
data. Thus, it was possible to measure the usability of the final product.

Furthermore, the final usability test compared two different design approaches for one of the most critical and frequently used functions of the application (i.e., entering game items). The results of this comparison meant to assist in the selection of the most suitable UI design for the final product. Additionally, the feedback of the comparison provided valuable design recommendations directly from the users on how to further improve the design.

1.3 Structure

The rest of the thesis is structured as shown in figure 1. Chapter 2 reviews the literature associated to software usability. It discusses the concepts of usability, usability engineering, user-centered design and usability testing. Chapter 3 presents the case of this study, the Game Cloud. It describes in detail the applied design and development process of the web UI of the Game Cloud and justifies the decisions taken concerning the number and type of usability tests as well as the selection of test participants. Furthermore, it provides procedural details on how the usability tests were conducted. Chapter 4 presents the results of the study. It begins by assessing the overall usability achieved by the applied process and continues by discussing the main findings of the study. Finally, chapter 5 concludes the thesis and provides conceptions for future research.
**Figure 1: The structure of the thesis**
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2  USABILITY IN A NUTSHELL

This chapter introduces the reader to the concepts of usability, usability engineering, user-centered design and usability testing. A historical overview of the usability discipline is provided followed by definitions of the terms and techniques involved in the incorporation of usability to software projects.

2.1  How the usability discipline emerged

The scientific and industrial field of software usability is not a novel one. Instead, it has been in the focus of the research community for many decades. Turning back in time as early as 1959, one can find the concept of ergonomics for the computer being raised by Brian Shackel for the first time [6]. It is from these origins that usability started to slowly emerge [7].

According to Shackel, the first definition of usability was probably attempted by R B Miller in 1971 (cited by [8]) and it was based on “ease of use”. Following Miller’s paper, Shackel contributed a detailed formal definition in 1981 [9] which was modified by Bennett [10] to be incorporated later on by Shackel to his next formal definition [11][8]. Shackel’s latest definition was based on effectiveness, learnability, flexibility and attitude. Since then, multiple researchers and practitioners in the field have provided their own definitions for usability and discussed the subject extensively as shown in the official website of the User Experience Professionals Association [12].

Over the years, usability has earned its place among more traditional software quality attributes such as performance, reliability, and robustness. It is now considered a fundamental software quality. This progression was accompanied by
the introduction of a new field in the software development ecosystem to promote and ensure the incorporation of usability into software products. That field is known as Usability Engineering.

2.2 Usability engineering

Usability engineering was introduced to fill the gap between software engineers and human-computer interface designers [7]. The term was coined by usability professionals from Digital Equipment Corporation [13] who discussed concepts and techniques for planning, achieving, and verifying objectives for system usability [14]. Their formulation relied heavily on the works of Gilb [15][16], Shackel [9], Bennett [10], Carroll and Rosson [17], and Butler [18]. Further development to the subject was contributed by Whiteside and Holtzblatt [19].

The key concept behind usability engineering is the definition of measurable usability goals early in the development process and the repeated assessment of the defined goals during development to ensure that they are achieved [10][16]. Tyldesley [20] describes usability engineering as “a process whereby the usability of a product is specified quantitatively, and in advance. Then as the product itself, or early ‘baselevels’ or prototypes of the product are built, it is demonstrated that they do indeed reach the planned levels of usability”.

2.3 User centered design

In the broader world of Human Computer Interaction (HCI), usability engineering can be found under the name of User Centered Design (UCD) [2]. UCD is a design approach that represents the processes, methods, techniques, and procedures for developing usable products [2]. As Rubin and Chisnell point out, “it (UCD) is the philosophy that places the user at the center of the process” [2].
The initial launch of UCD was in 1986 under the name of User Centered System Design [7], by Norman and Draper [21]. Several definitions and understandings have been proposed over the years. According to Norman, UCD is “a philosophy based on the needs and interests of the user, with an emphasis on making products usable and understandable” [22]. ISO [1] defines UCD as an “approach to systems design and development that aims to make interactive systems more usable by focusing on the use of the system and applying human factors/ergonomics and usability knowledge and techniques”.

The design approach of UCD provides the necessary means for the development of products that meet the usability requirements of users. The success stories reported in [3] and [4] indicate its potential. A case that closely resembles the study of this thesis, is the development of a product called VirtualCenter 2.0 from VMWare [23]. VMWare introduced a new conceptual design for one of its virtualization systems. The concept of virtualization was so new that there was no precedent for how users would interact with such a system. In order to ensure that the users will be able to learn and use the product, the company applied UCD and managed to achieve the desired usability. Another successful case is the application of UCD principles to the development of IBM’s DB2 Universal Database [24].

Since the Game Cloud is considered to be a middleware system similar to the ones mentioned earlier (i.e., VirtualCenter and DB2), the application of UCD practices for the development of its web UI would provide the foundation for an easy-to-use, useful and engaging user experience. As Righi and Clow indicate, UCD can and should apply to the design of the middleware user experience [25].
Rubin and Chisnell emphasize three basic principles of UCD [2]. First, the design team should set an early focus on users and their tasks. The developers must be in direct contact with the users throughout the development process in order to collect information from and about users. The users’ goals, tasks and needs should guide the development. Second, the usability of the product has to be evaluated and measured repeatedly throughout the development cycle. By doing so, valuable feedback will be returned to assist in driving and refining the design. Third, the process must be iterative. It should allow the shaping of the product through a repetitive cycle of design, test, redesign, and retest activities. The principles of UCD are further discussed by Gullisken et al [26] and ISO [1].

### 2.4 Understanding usability

Having introduced the most widely endorsed design approach that can be employed to achieve usability in software systems, that is UCD, it is now time to delve deeper into the notion of usability. The concept of usability is discussed in the literature with a number of attributes [2], quality components [27], or dimensions [28] that are used to define and measure it. Among others, some examples include efficiency, effectiveness, learnability, error tolerance, satisfaction and usefulness.

According to Rubin and Chisnell, in order for a UI to rightfully claim the title “usable”, it shall be describable by as many of the following attributes as possible: useful, efficient, effective, satisfying, learnable, and accessible [2]. These attributes are defined in [2] as follows:

- Usefulness assesses the user’s desire to use the software at all. It refers to the extent to which the user is enabled by the software to achieve his or her
goals.

- Efficiency refers to the quickness with which the user can accurately and completely accomplish his or her goals by using the software. As such, efficiency is usually measured in time.

- Effectiveness concerns the degree to which the software behaves in the expected by the users ways and the ease with which users can use it to perform the tasks they intend.

- Satisfaction is an indicator of the user’s feelings, opinions and perceptions of the software.

- Learnability refers to the user’s ability to use the software to a certain level of competence after experiencing a predetermined amount and period of training. It may also refer to the ability of infrequent users to relearn the software after abstaining from its use for significant periods of time.

- Accessibility is a sibling of usability. It is about having access to the software which is required to accomplish a goal. Accessibility primarily concerns people who have disabilities. Nevertheless, making a UI usable for people with disabilities benefits people who do not have disabilities.

Rubin and Chisnell [2] rely on the following definition of usability: “When a product or service is truly usable, the user can do what he or she wants to do the way he or she expects to be able to do it, without hindrance, hesitation, or questions.” As the authors state to simplify the notion of usability in one sentence, “in large part, what makes something usable is the absence of frustration in using it”.

According to Barnum [29], one of the best-known definitions of usability is the one provided by ISO [1]: “The extent to which a product can be used by specified
users to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use.”

The definition of ISO [1] encompasses the three critical elements of specific users, specified goals, and specific context of use. What is meant by specific users is that usability is measured not with any users, but with the specific ones for whom the product is designed. Specified goals indicate that the users and the product share the same goals. In other words, the product represents the users’ goals. Finally, the specific context of use signifies that the product is designed to be operated by users with certain characteristics, performing certain tasks, in a certain environment [1].

The same definition also focuses on the critical attributes of effectiveness, efficiency, and satisfaction which can be used to measure usability. Effectiveness measures how accurately and completely users can achieve their specified goals by using the product. Efficiency refers to the resources to be expended so that the user’s goals can be achieved accurately and completely. Finally, satisfaction concerns the user’s freedom of discomfort and positive attitudes while using the product. [1]

Quesenbery [28], a well-known usability consultant, defines software usability with five easy to remember dimensions which she calls the 5Es (Table 1):
Table 1: The five dimensions of software usability

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective</td>
<td>Addresses whether the software allows the user to reach his or her goals completely and accurately.</td>
</tr>
<tr>
<td>Efficient</td>
<td>Concerns the speed with which the user’s work can be done accurately.</td>
</tr>
<tr>
<td>Engaging</td>
<td>A software system is engaging when the user is interested in using it because it provides a pleasant and satisfying experience.</td>
</tr>
<tr>
<td>Error tolerant</td>
<td>Involves the software’s ability to prevent errors and assist users in recovering from any errors that might occur.</td>
</tr>
<tr>
<td>Easy to learn</td>
<td>Refers to the extent to which the software can provide initial orientation to the novice user and guidance to deeper learning.</td>
</tr>
</tbody>
</table>

One of the leading specialists in the field, Jacob Nielsen, provides the following definition for usability [30]: “It is important to realize that usability is not a single, one-dimensional property of a user interface. Usability has multiple components and is traditionally associated with these five usability attributes: learnability, efficiency, memorability, errors, satisfaction.” This is how Nielsen describes the five quality components which are used in his definition [30][27]:

- Learnability: How easy is it for users to accomplish basic tasks the first time they encounter the design?
- Efficiency: Once users have learned the design, how quickly can they perform tasks?
- Memorability: When users return to the design after a period of not using it, how easily can they reestablish proficiency?
- Errors: How many errors do users make, how severe are these errors, and how easily can they recover from the errors?
• Satisfaction: How pleasant is it to use the design?

To conclude the discussion concerning the meaning of software usability, a slightly less formal definition is presented: “After all, usability really just means that making sure that something works well: that a person of average (or even below average) ability and experience can use the thing - whether it's a Web site, a fighter jet, or a revolving door - for its intended purpose without getting hopelessly frustrated.” [31]

For the purpose of this study, the attributes of efficiency and effectiveness as defined by Rubin and Chisnell [2] will be used. To recapitulate their meaning, efficiency is the quickness with which the user can accurately and completely accomplish his or her goals by using the software and it is usually measured in time. Effectiveness is the degree to which the software behaves as expected by the users and the ease with which users can use it to perform the tasks they intend.

2.5 Usability testing

There is a wealth of techniques involved in implementing UCD. Each one has its own characteristics and is meant to be practiced at a different stage of the development process. Rubin and Chisnell [2] and Barnum [29] present in their books the major UCD techniques. According to the authors, usability testing is the mostly renowned one, a fact that is further supported by the Usability Professionals’ Association 2009 Salary Survey [32].

Usability testing is a research tool [2] that involves users to evaluate a system in order to ensure that it meets usability criteria. It is defined by Dumas and Redish [33] as “a systematic way of observing actual users trying out a product and
collecting information about the specific ways in which the product is easy or difficult for them”. According to Rubin and Chisnell [2], usability testing aims to inform the design, eliminate design problems and frustration and eventually improve profitability.

2.5.1 Discount usability engineering method

Since its beginnings until the 1990s, usability testing was formally conducted employing the methods of experimental design [29]. Consequently, it tended to be expensive, time consuming and rigorous. Later research set the foundation for more informal usability testing studies that can be highly effective. Nielsen determined that the highest cost-benefit value can be gained by testing no more than five users and by conducting as many small tests as possible [34]. Similar findings were published by Virzi [35][36] and Lewis [37]. They both found that small studies can uncover 80% of the usability issues from a test. According to Nielsen the number was 85%.

Presently, a widely advocated approach for practicing usability testing is through a series of quick tests with few participants, beginning early in the development process and following an iterative approach [2] (i.e., conduct test, list usability issues, apply fixes, re-test to verify the applied fixes and discover new issues). This approach to usability testing is known as discount usability engineering and it has been popularized by Jakob Nielsen [30][38][39]. A representative list of discount usability engineering practices includes scenarios, simplified thinking aloud, heuristic evaluation and card sorting.

Scenarios are simplified prototyping approaches that can be used to extract user feedback. As a usability testing approach, scenarios distill the system to the most
essential elements needed for valuable feedback. The system, although not fully functional or complete, can be used to elicit the users’ opinions for some user-driven activity, i.e., a scenario. [39]

Simplified thinking aloud is an interview technique that is used to enhance the user feedback produced in usability tests. Users are prompted to think aloud while they are evaluating a prototype of the software, expressing what they are doing and what they expect from the system. [39]

Heuristic evaluation is an approach to improve usability while the design and development is still in progress and there are not any testable elements to be presented to the users [39]. With this approach the developers can apply to the design collections of usability principles that are known to have guaranteed usability success. Some examples of heuristics include [40]: a) maintain visibility of system status, b) enable users to rely on recognition instead of recall memory and c) help and documentation.

Card sorting is a technique that reveals the users’ mental models of certain aspects of a software system. Each system feature or concept is placed on a card. Users are asked to group the cards in piles. Each group shall be labeled and it shall contain cards with features of similar characteristics. This technique is mostly useful when looking for ways to organize the system’s functions into useful collections of menus. [41]

2.5.2 Other usability engineering methods

The scientific community and the usability practitioners are constantly trying to improve the existing usability engineering methodologies and form new ones. The
results of this endeavour can be reflected on publications concerning the matter, for example RITE [42]. RITE is a Rapid Iterative Testing and Evaluation method that aims to identify and fix as many usability issues as possible and to verify the effectiveness of the fixes applied to those issues in the shortest possible time [42]. The testing sessions in RITE are conducted with one participant only.

One of the primary concerns of the researchers while studying the usability engineering methodologies has been the merging of UCD with agile software engineering processes. Several studies have focused on the challenges involved in the incorporation of UCD practices into agile methods and have contributed various solutions. To meet the challenges of agile development, McGinn and Chang [43] propose the combination of RITE [42] with the approach to usability testing taken by Steve Krug [31][44]. Kane suggests that the combination of discount usability engineering methods with agile methods is feasible since they both share many similarities [45]. He considers the use of discount usability engineering with Scrum as a feasible strategy. Sy presented the adjustments her company had to do to the applied UCD methods in order to fit within an agile framework [46]. Constantine outlines a streamlined and simplified variant of the user-centered process that is readily integrated with agile methods [47].

### 2.5.3 Formative and summative usability tests

Rubin and Chisnell [2] and Barnum [29] describe two types of usability tests; formative and summative. Depending on the point of the development cycle at which a usability test is conducted, the objective and the methodology of the test can vary. Both of these types of usability tests were applied in this study and they are described in the following paragraphs.
Formative tests begin early in the development cycle when the product is still being defined and designed. The main objective of formative tests is to evaluate the usability of the design and provide feedback that will drive the designers in forming and refining the product. Typically, these tests require the test participant to think aloud while performing the tasks in order to capture his or her real sentiments. The data collected by formative tests are qualitative and express the users’ preferences and feelings for the product.

Summative tests are targeted towards more complete versions of the design, typically midway into the product development cycle. The objective of summative tests is to examine and evaluate the usability of the product by collecting qualitative and quantitative data. The qualitative data provide similar feedback to that of the formative tests. The quantitative data act as performance indicators. With such measures, the designers can assess the usability of the product.
3 CASE STUDY: GAME CLOUD WEB UI

This chapter introduces the case studied in this thesis. It starts with a presentation of the Game Cloud and continues with the development and testing process. The iterations of the development cycle together with their implementation and testing activities are discussed with examples and illustrations. The discussion then evolves around the participants of the usability tests. The required user profile is presented and a number of issues related to the participants are discussed; for example, the total number of participants in the study, the background of the selected participants, and the number of participants per test. The chapter concludes by presenting procedural information related to the usability tests, such as the testing process, the roles of the moderator and the observers and the testing environment.

3.1 The Game Cloud

The Game Cloud is a cloud based platform that provides a set of services for game developers. From a technical perspective, it is a semantic, scalable, cloud data storage and analysis service. The services offered by the Game Cloud can be used to establish links between games for the exchange of game specific information. The purpose of doing so is to enable cross promotion between games as well as to provide valuable analytics to the game developers that would assist them in improving their games according to the players’ needs.

Figure 2 depicts a high level architectural overview of the Game Cloud. Two different games, GameX and GameY, are connected to the Game Cloud through a REST API over HTTP. What the Game Cloud does is the establishment of the green link that connects the two games so that they can exchange game specific information. Before the Game Cloud can offer its full set of services, the game
developers have to model the information of their games into the system. For example, they have to enter the game’s items, achievements, events and several other elements of the game. This is achieved through the web UI in the blue box. This web UI constitutes the main focus of this study.

Given the fact that the Game Cloud is a novel product, the use case of entering game specific information had not been practiced in the past. As such, it was not clear what design decisions would ensure the usability of the web UI. Furthermore, the usability preferences of the game developers were not well known.

3.2 The development and testing process

Five usability tests were conducted to the web UI of the Game Cloud during the development cycle. The tests intended to uncover the usability preferences of the users and ensure that the final product would be shaped according to the users’ needs. Usability testing started early in the development process and continued
until the first beta of the system was released. Figure 3 illustrates the development and testing process.

As can be seen from Figure 3, the iterations consisted of two main parts: a) implementation activities on the developer track; b) testing activities on the designer track. In the beginning of each iteration, implementation tasks were taking place to develop and refine working prototypes of the UI (i.e., P1-P5). After the programming work was completed, the prototypes were undergoing usability testing to uncover potential usability issues. The debriefing session that followed after each test resulted in a Usability Issues List (UIL) that included the most critical usability issues discovered during the test. The UILs constituted the primary implementation work for the next iteration. In two occasions, at the end of iterations 2 and 4, an additional list was formed called New Functionality List (NFL). The NFL included implementation tasks that meant to increment the functionality and enhance the design of the UI during the next iteration.

Table 2 summarizes the implementation and testing activities that occurred during iterations 1 through 5 together with the outcome of the tests. The iterations and their activities are described more thoroughly in the following sections.
Table 2: Summary of implementation and testing activities per iteration (It.)

<table>
<thead>
<tr>
<th>Implementation</th>
<th>Testing</th>
<th>Testing Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>It.1</strong></td>
<td>Design home page. Implement basic functions to enter games, items, achievements, events using wizards.</td>
<td><strong>Formative test #1.</strong> Objective: Identify usability issues and collect users' opinions on the design.</td>
</tr>
<tr>
<td><strong>It.2</strong></td>
<td>Fix usability issues in <strong>UIL1.</strong></td>
<td><strong>Formative test #2.</strong> Maintain the same testing tasks as in formative test #1. Objective: Verify the effectiveness of the applied fixes. Discover new usability issues.</td>
</tr>
<tr>
<td><strong>It.3</strong></td>
<td>Fix usability issues in <strong>UIL2.</strong> Implement tasks in <strong>NFL1.</strong></td>
<td><strong>Formative test #3.</strong> Modify testing tasks to include the new functionality. Objective: Verify the effectiveness of the applied fixes. Discover new usability issues.</td>
</tr>
<tr>
<td><strong>It.4</strong></td>
<td>Fix usability issues in <strong>UIL3.</strong></td>
<td><strong>Formative test #4.</strong> Maintain the same testing tasks as in formative test #3. Objective: Verify the effectiveness of the applied fixes. Discover new usability issues.</td>
</tr>
<tr>
<td><strong>It.5</strong></td>
<td>Fix usability issues in <strong>UIL4.</strong> Implement tasks in <strong>NFL2.</strong></td>
<td><strong>Summative test.</strong> Modify testing tasks to include the new functionality. Objective: Verify the effectiveness of the applied fixes. Discover new usability issues. Measure overall usability of UI. Compare wizard and form in terms of efficiency and effectiveness.</td>
</tr>
</tbody>
</table>
3.2.1 Iteration 1

The first prototype of the UI (P1) was created during iteration one and it contained the most basic functions to be offered by the system; the options to add games, game items, game achievements, and game events. Furthermore, a very draft design of the home page was provided. The home page contained essential navigation elements to allow access to the basic functions of the system.

The design approach that was followed in the first prototype was to provide UI elements capable of guiding the users step-by-step in the process of entering game specific information. The rationale behind this decision was based on the novelty of the use cases and the fact that they could become long and complicated to accomplish at later iterations. Novice users would find it hard to understand how to perform these tasks. To mitigate this problem, the use of wizards was employed. Figure 4 illustrates a screenshot of the wizard to enter new games in P1.
Wizards could effectively simplify the tasks by providing a pre-planned road map for the novel users to follow, thus sparing them the effort of figuring out the requirements of the tasks [48]. All users would have to do is follow the instructions of the wizards trusting that their goals will be achieved without problems. The wizards are there to provide guidance and support as well as protection from possible errors (e.g., invalid inputs). Even though the benefits of wizards to novice users were evident, it was still unknown how expert users would wish to accomplish the same tasks, if not with the oversimplified approach of the wizards. This was a question that could be answered through usability testing.

After the first prototype was completed, it was time to conduct the first formative test (lower left corner in figure 3) to explore the overall ease of use of the UI, identify potential usability issues and collect the users’ opinions on the design.
This test, as well as every formative test that followed, was conducted with two participants and it was observed by the developers (i.e., of the Game Cloud). To collect the required qualitative data, the users were asked to perform a number of predefined tasks (e.g., enter a specific game, enter a specific game item, etc) and think aloud during the process. The tasks were designed in a way that would drive the users to use the wizards (e.g., enter a new game or a game item). Table 3 lists the questions the first formative test aimed to answer. These questions remained the same to all formative tests until the end of the study.

<table>
<thead>
<tr>
<th>Table 3: Questions the usability tests aimed to answer</th>
</tr>
</thead>
<tbody>
<tr>
<td>How do users feel about the overall look and feel of the UI? Is the UI clean? Which sections are not clean? Why?</td>
</tr>
<tr>
<td>How easily do users grasp the fundamental and distinguishing elements of the UI?</td>
</tr>
<tr>
<td>Which functions of the product are &quot;walk up and use&quot; and which will probably require either help or written documentation?</td>
</tr>
<tr>
<td>How easily can users add information about games?</td>
</tr>
<tr>
<td>How easily can users learn how to use the system by themselves? Is the provided help enough? Should the help be improved?</td>
</tr>
</tbody>
</table>

In the debriefing session that followed after the first formative test, the developers (i.e., of the Game Cloud) and the test moderator formed a Usability Issues List (UIL) with the most critical usability issues observed during that test (UIL1). They prioritized the issues by severity and agreed on their fixes. An example issue was the absence of a summary card in the wizards. A participant complained that it was not possible to review a summary of the entered information before submitting the wizard. To review and verify the information before submitting you had to go to the previous steps sequentially, a rather unpleasant and time consuming process. Figure 5 illustrates the problem.
3.2.2 Iteration 2

UIL1 constituted the main implementation artifact in iteration number two. The second iteration was entirely devoted to the implementation of fixes to the usability issues discovered in iteration one. The outcome of iteration two was an improved prototype (P2) that had to be retested by the second formative test.

The aim of the second formative test was twofold. First, it had to verify the effectiveness of the applied fixes and second, to discover new usability issues if any were introduced by the previous fixes. The tasks that the users had to perform in this test were exactly the same as the ones in the first test. Once again, by the end of the second formative test a list with prioritized usability issues and their fix
recommendations was formed (UIL2). An example issue was the fact that users did not understand the exact purpose of the “Description” step in the wizards and, as a result, they were always adding inappropriate descriptions. The objective of this step was to describe the entered element (i.e., game, item, achievement, event) in a way that would assist other game developers in understanding the element’s purpose. Figure 6 shows the description step in the wizard. As can be seen, there is not any help to guide the users in entering proper information in the description field.

At this point, after having conducted two formative tests (i.e., the first one to discover usability issues and the second one to verify the applied fixes), it was time to extend the functionality and enhance the design of the UI by implementing new features. Therefore, an additional list was formed called New Functionality
List (NFL) that included implementation tasks for that purpose (NFL1). An example task was the creation of a view called “My Games” (figure 7) in which the user would be able to view the submitted information (i.e., games, items, achievements, events). The two lists, UIL2 and NFL1, provided the implementation work for the third iteration.
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*Figure 7: The view “My Games” in P3*

### 3.2.3 Iteration 3

The development process progressed in a similar fashion. The outcome of the implementation work in iteration three was the third prototype (P3) which was tested in the third formative test by participants five and six. The tasks that the users had to perform in the third formative test were modified accordingly to allow the extraction of usability feedback related to the updated functionality and the updated design introduced in iteration three.

The debriefing session of the third formative test resulted in UIL3. One of the most critical issues in UIL3 was the fact that users did not understand the meaning
and purpose of the API calls returned by the Game Cloud after successfully submitting an entry (i.e., item, achievement, event). The API calls are meant to be used in the source code of the games to interact with the Game Cloud. The way in which they were presented to the users was not helping them understand their real purpose. Figure 8 illustrates the post-submission card in the wizard in which the API calls are presented to the user.

![Create item](image)

*Figure 8: API calls card in P3 wizard*

### 3.2.4 Iteration 4

Once again, the implementation work in iteration four was targeted in fixing the issues in UIL3. The result was prototype four (P4) which was tested in the fourth formative test. The tasks that the users had to perform in the fourth test were exactly the same as the ones in the third test. Similar to the second formative test,
the fourth formative test was primarily intended to verify the effectiveness of the fixes applied to the prototype in iteration four, in addition to discovering new issues.

3.2.5 Iteration 5

The implementation work of the fifth iteration was included in UIL4 and NFL2. UIL4 contained only minor issues. For example, a participant indicated that the contents of the UI span the full width of the screen. Using a wide screen, he had to move his head left and right to read the contents of the page. Figure 9 showcases the problem. The proposed fix was to confine the contents in a more suitable width.

A significant task in NFL2 was the redesign of the view “My Games”. The initial view included a tabbed pane with four tabs. The tabs were used to list the users’ games, items, achievements and events. To view the items of a specific game the user had to navigate to the items tab and select the game. The achievements and events tabs operated in a similar way. The new design proposed the creation of a
view that would list only the games as shown in figure 10. From there, a game could be selected redirecting the user to another view devoted entirely to the selected game’s information. This second view would include a tabbed pane with three tabs for the selected game’s items, achievements and events as shown in figure 11.

![Figure 10: My Games view in P5 (early implementation phase in iteration 5)](image)

Another worth mentioning enhancement included in NFL2 was the use of different coloring for the controls (i.e., buttons) of different views. Blue for games, red for items, green for achievements and orange for events. Figures 12, 13 and 14 illustrate this enhancement.
In an attempt to discover solutions to improve the efficiency of the fifth prototype, a second version of the UI was created for one of the most critical and frequently used functions; entering game items. The new version was implemented as a simple form replacing the wizard. Figure 15 illustrates the form. The input elements were laid out in two rows and two columns so that they could be visible without significant scrolling (even in smaller screens). To decrease the time required to enter great numbers of game items, a second submit button was
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introduced with the label “Submit and add another”. By clicking this button, the game item would be submitted and the form would be emptied waiting for the next item submission.

Prototype five was considered mature enough to be released as the first beta. At this point, a summative test was conducted in order to measure the usability of the prototype with quantitative data and compare the two versions (i.e., wizard and form), in terms of efficiency and effectiveness. Qualitative data were collected as well in a similar fashion as in the previous formative tests.

Figure 15: Form to enter game items in P5
The summative test aimed to answer the following questions:

- How efficiently and effectively can users enter game items in the system?
- How do users feel about how long it takes them to complete the process of entering games, game items, and game achievements in the system, both in the perceived amount of time and the number of steps required?
- What obstacles do users encounter on the way to entering games, game items, and game achievements?
- Do users consult the online help when they encounter obstacles (for example not being sure what information to enter and how to proceed)?
- How helpful are the help contents?
- How easily can users navigate between different sections of the UI (e.g. from the dashboard to a specific item of a specific game)?

The quantitative measures collected by the summative test include:

- Number and percentage of tasks completed correctly
- Number and percentage of tasks completed incorrectly
- Number and percentage of tasks that failed to complete
- Count of errors of omission
- Time to complete each task

The tasks that the users had to perform are listed in table 4:
Table 4: The tasks of the summative test

<table>
<thead>
<tr>
<th>Task</th>
<th>Description</th>
<th>Successful completion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Login (credentials given on a sticky note, unique for each participant).</td>
<td>Login successful, dashboard page shown</td>
</tr>
<tr>
<td>2</td>
<td>Add to the Game Cloud the game Hammerfall501.</td>
<td>Game added. User should be able to see the game in the games table.</td>
</tr>
<tr>
<td>3</td>
<td>Add to the Game Cloud the achievement 501QuestsCompleted of the game Hammerfall501.</td>
<td>Achievement added. User should be able to see the achievement in the game’s achievements table.</td>
</tr>
<tr>
<td>4</td>
<td>Copy the gain achievement hash of the achievement 501QuestsCompleted of the game Hammerfall501. Paste the hash in notepad.</td>
<td>Gain achievement hash pasted in notepad.</td>
</tr>
<tr>
<td>5</td>
<td>Add to the Game Cloud 10 game items (weapons) of the game Hammerfall501.</td>
<td>All game items added. User should be able to see the items in the game’s items table.</td>
</tr>
<tr>
<td>6</td>
<td>Add to the Game Cloud another 10 game items (armor) of the game Hammerfall501 using the alternative user interface.</td>
<td>All game items added. User should be able to see the items in the game’s items table.</td>
</tr>
</tbody>
</table>

The summative test was conducted with eight participants. Since it aimed at measuring the usability of the UI with quantitative measures, the sample size should be big enough to ensure statistically valid results. Each one of the 8 participants tested both versions of the prototype (i.e., wizard and form), one after the other. To account for the potential bias caused by the fact that the participants may learn to perform the tasks while testing the first version, the order of presentation of the versions was counterbalanced. For eight participants, some participants tested version A first (i.e., wizard), and others tested version B first (i.e., form). To negate the potential biasing effects, each version was performed in the first position as many times as it was in the last position, as shown in table 5.
3.3 Participant recruitment

Regarding the selection of test participants for the tests, the main target group included professional and hobbyist game developers since the product is intended for game developers. Given the difficulty to schedule professional game developers, the testing sessions were primarily conducted with developers who create games as a hobby. The source of participants was the software engineering laboratory in Lappeenranta University of Technology. In addition to computer science researchers and professors, computer science students participated as well.

3.3.1 User profiles

A written profile of the target users of the system assists the developers and designers throughout the development cycle. Being able to reference an accurate picture of the user while designing and developing the system, the development team can design proper usability tests as well as take beneficial decisions concerning the design of the product [2]. The user profile of the end users of the Game Cloud is described by the following two personas.
Professional game developer

- Bob is a game developer working in a game development studio. His main role is that of a software engineer and he is working on the development of the company's games. Since it is a startup studio with a small number of employees, Bob participates in all the phases of the development process, from analysis and design to testing. Thus, he specializes in requirements engineering, analysis and design, programming and testing.

- The studio decided to use the services offered by the game cloud with one of its games. Bob was asked to use the UI of the Game Cloud to submit the game's information.

Hobbyist game developer

- Rob has an academic background in computer science. He is passionate about games and he is very keen to learn how to develop games. He puts a lot of effort on practicing and improving his game development skills by developing small games. He is doing so by participating to code camps and game development courses at the university and also by working on his own personal projects at home. He has already managed to publish one of his games to online game distribution channels.

- Rob wishes to use the game cloud out of pure exploratory interest. He wants to expand his game development knowledge by unveiling unexplored game development territories. He also wishes to use the game cloud in an attempt to promote his most valuable game titles by incorporating into them top-notch technological advancements.
3.3.2 Total number of participants

In total, 15 unique testers participated in 16 testing sessions. This means that one of the testers participated in two testing sessions. The reason behind this decision was the difficulty in finding suitable candidate participants with the required background (i.e., having been involved in the development of games as hobbyist or professional game developers). Having the same tester participate in more than one testing session is not a recommended practice and should be avoided. The tester would be biased, resulting in inaccurate feedback.

Knowing this issue, it was decided to re-test in the last testing session (i.e., summative test) with one of the testers who participated in the first testing session (i.e., first formative test), minimizing the bias likelihood. Given the fact that the UI had undergone radical changes between the first and the last test, the bias would be negligible.

Furthermore, the tasks in the summative test, especially those in which quantitative measures had to be collected, were designed in a way that would minimize any potential bias. For example, there was a task in which the users had to enter a number of game items into the system to measure how long it takes to complete the process of entering game items (i.e., task 5 and task 6 in table 4). The number of items to be entered was ten. If the participant was biased, then the time required to enter the first items would be similar to the time required to enter the last items (i.e., there would be no learning curve). However, no such thing was observed.

3.3.3 Background of selected participants

The first thing the participants had to do in the beginning of every test was to fill
in a background questionnaire. The questionnaire aimed to provide historical information concerning the background of the participants and their relation to the game development discipline. It would reveal how experienced the participants were in the domain of the tested software. Having that knowledge before the test was conducted would help them understand the behaviour and performance of the participants during the test.

The vast majority of the selected participants had been involved in the development of games as hobbyists (figure 16), whereas 4 had been involved in professional game development projects as well (figure 17). All participants, except one, stated that they spend time on playing computer games weekly. The majority of them devote 1 to 10 hours, whereas one declared 11 to 14 hours and another one more than 20 hours (figure 18). Consequently, the participants were well familiar with the concepts of games and the notions of game items, achievements and events.
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**Figure 16: Hobbyist game developers**
Three of the participants had never been involved in the development of games in any way and one of the three declared himself as a non-gamer. Those were the least competent users (LCUs) among all the participants of the tests. According to Rubin and Chisnell [2], an LCU is defined as “an end user who represents the least skilled person who could potentially use your product”. It is a good practice to include LCUs in usability tests since they are excellent indicators of the overall ease of learning of the product [2]. If the LCUs can successfully use the system, then it can be safely assumed that the target user groups are also able to perform similarly and even better [2].
3.3.4 Number of participants per test

Concerning the number of participants per formative test, various opinions have been expressed in the literature. Some studies propose three to five participants [34], while others only one [42]. The approach followed in this study lies in between the aforementioned suggestions.

The formative tests were conducted with two participants each. The reason for using two participants was two-fold. First, since the beginning of the project it was known that it would be difficult to find test participants with the required background (i.e., game developers). As a result, a decision was taken to distribute the limited resources in testers to more tests with fewer participants. Second, conducting the test with two participants instead of one would minimize the potential outlier effect. It was possible that a participant could provide false feedback. Especially in the case of this study where three of the participants did not much precisely the required user profile. A second testing session per test could act as a verifier to the findings produced by the first session, thus minimizing the outlier effect.

The summative test was conducted with eight participants. Due to the fact that the summative test aimed to collect quantitative measures, the sample size should be greater to ensure that the produced results will be statistically valid. Once more, the difficulty to schedule testers with the desired user profile prevented the team from testing with more than eight participants. However, number eight was a suitable option since it allowed the formation of two groups of four participants each, allowing the tests to be conducted in counterbalanced order to minimize the bias effect.
3.4 How the tests were conducted

Before conducting a usability test, a test plan has to be created. The test plan constitutes the foundation for the entire test [2]. It addresses every detail that can have an impact on the success of the test, e.g. the how, when, where, who, why, and what of the test. This section provides information related mostly to the how and where of the usability tests conducted in this study.

3.4.1 Basic training

Given the fact that the majority of the testers who participated in the tests were not familiar with the Game Cloud, some basic training had to be conducted before the tests started to ensure minimum expertise. Without this training the testers would feel confused since they would be interacting with a completely unknown system. Not being aware of the exact purpose of the system and the problems it aims to solve, a participant would most likely feel as the “wrong” person at the “wrong” place.

To mitigate this issue and ensure minimum expertise for the participants, a single page training script was created. The information included in the script was meant to introduce the Game Cloud to the testers and establish a scenario in which they would play an important role. For example, the scenario was placing the user in the development team of a game company as a software developer. It continued by assigning a task (originating from the company’s boss) to use the Game Cloud for one of the company’s games. It then progressed by introducing the purpose and the main functions of the system. Extra care had to be taken when preparing the training script to ensure that it would not reveal any information that could bias the users.
The training script was handed to the participants when they agreed to participate to the tests, one or two days before the testing sessions. The participants were instructed to read it and note any questions they might have to be discussed on the testing day.

### 3.4.2 The testing process

The testing process involved the following activities:

- Pre-test arrangements
- The tasks
- Post-test arrangements

After the basic training was completed, the pre-test arrangements phase was commencing. This phase included three actions; 1) the test moderator was reading the test script to the participant, 2) the participant was asked to review and sign a recording permission agreement, 3) the participant was asked to fill in a background questionnaire.

The test script is a communications tool meant to be read verbatim to the participant. The purpose of the test script is to describe what will happen during the test session and emphasize the fact that the system, not the participant, is being tested [2]. The reason for reading it verbatim is to ensure that the moderator will always read the same information to all the participants, avoiding the disclosure of potentially biasing information to different testers. The recording permission agreement meant to guarantee that the participant had no objection in being recorded in the context of the conducted study. The background questionnaire aimed to reveal historical information concerning the background of the participant in the domain of the tested software. That information would provide
better understanding of the behaviour and performance of the participant during the test.

Following the pre-test arrangements phase, the actual testing tasks were conducted. There is a difference in this phase between the formative and the summative tests. In the formative tests, the tasks were given in printed form to the participant by the test moderator who had an active role in the testing session. The moderator was reading aloud the task scenario to ensure that the participant had a clear grasp of it before commencing its execution. While performing the task, the participant was prompted to think aloud to reveal as much of his thoughts and feelings about the system as possible. The moderator could interact with the participant, seeking for clarifications or providing assistance where absolutely needed.

In the summative test, the process was completely automated. The test was conducted with specialized usability testing software that guided the participant automatically. It was this software that was providing the tasks to the participant and it was the participant’s call to decide when a task starts and when it ends. The role of the moderator was restricted to observation without any interaction to ensure that the participant would not be slowed down in any way. For the same reason, the participant did not have to think aloud. One of the primary objectives of the summative test was the collection of quantitative measures. In order to ensure the quality of the data, the test participants had to perform the tasks uninterrupted. At certain times during the test, the participants were presented with surveys (i.e., post-task surveys) which they had to fill in. This was particularly the case after tasks 5 and 6 (see table 4) where the users had to evaluate the efficiency of the wizard and the form.
During the post-test arrangements phase the participants had to fill in a post-test questionnaire. The purpose of the post-test questionnaire was to collect qualitative data that would reveal the opinions and feelings of the users about the system’s usability. The same questions were asked of each individual in all the tests. Following the submission of the post-test questionnaire, there was a final discussion between the participant, the moderator and the observers (i.e., if the observers were present). Any particular problems that came up for the participant during the test or any clarifications needed by the moderator and the observers were discussed and sorted out.

### 3.4.3 Moderator role

The test moderator was present in all the testing sessions, both formative and summative. He was responsible to introduce the session, observe the participant performing the tasks, take notes and record the participant’s behaviour and comments. If required, he was assisting the tester in cases where the last one was not able to proceed. The test moderator had to abide by the golden rules of moderating as discussed by Dumas and Loring in [49].

In the formative tests, the moderator was responsible to hand the printed tasks to the participant. Before starting a task, the moderator was reading it through to ensure that the participant understands it completely. While the tasks were in progress, the moderator could interact with the participant to extract useful feedback. Since the formative tests were exploratory, the moderator sometimes asked unscripted follow-up questions to clarify the participant’s behaviour and expectations. He was also probing the user to think aloud when that was not happening.

In the summative tests, the moderator’s role was slightly restricted. Since the main
aim of the test was to gather quantitative measures, the moderator had to minimize the interaction with the participant as much as possible. That would ensure the quality of the quantitative measures since the participant would be able to accomplish the tasks without being interrupted.

### 3.4.4 Observer role

The formative tests were observed by the core developers of the system. The observation was local with the observers being present in the testing room. They were situated behind the participant in safe distance that allowed them to observe and listen to the participant without burdening him with extra stress. The observers were observing the participant’s actions through their computers. The software running in the participant’s computer was sharing the audio, video and screen of the participant’s computer to the observers’ computers. The same software allowed the observers to mark their observations easily. At the end of the testing session, the observers were participating in the debriefing session with the moderator. The observers were not present in the summative testing sessions.

### 3.4.5 Debriefing

At the end of every formative testing session, the moderator and the observers participated in a debriefing session. The debriefing session had a double purpose; a) to create a prioritized list with the most serious usability problems the participants encountered while using the prototype, b) to decide what fixes shall be applied to the usability issues. The outcome of the debriefing session was a UIL.

The debriefing was occurring immediately after the testing session while what had happened was still fresh in everyone’s mind. After the debriefing, the moderator
was forming a final report, a small summary of the testing session. The final report included: a) what was tested, b) the list of tasks the participants did, c) the UIL.

The summative testing sessions were not followed by debriefing sessions. In the context of this study, the fifth iteration was the last one in the development cycle. As such, the primary objective of the final summative test was to measure the usability of the UI. The formation of a new UIL was not of primary importance.

### 3.4.6 Test environment

The testing sessions occurred in the usability testing laboratory of the IT department at Lappeenranta University of Technology. The participants were using a desktop PC with Windows. The prototypes were loaded in Google Chrome. No other distracting software was running on the computer. A specialized usability testing software was employed to monitor the testing process. The software was MORAE. In addition to MORAE, google forms were employed in the early formative tests to create questionnaires and collect qualitative data. MORAE was configured to:

- Record audio and video during the testing sessions and share the recordings to the observers’ computers.
- Capture and share the participant’s screen to the observers’ computers.
- Allow the observers to mark their observations easily and in real time while the test was in progress.
- Allow the test moderator and the observers to playback and analyze the test and the observations in the debriefing session.
- Provide surveys at predefined times during the test to collect qualitative data (e.g., background, post-task and post-test questionnaires).
• Provide all quantitative measures (e.g., time to complete task, error rate, success rate, etc).

• Specifically in the summative testing sessions, MORAE was configured to operate in auto-pilot (i.e., unmoderated) mode. The software assumed the role of the moderator, automatically presenting the tasks and the surveys to the participant.

• Allow the usability researcher to analyze the quantitative measures and create reports with the main findings of the study.
4 RESULTS AND DISCUSSION

The aim of this chapter is to present the results produced by the usability tests. First, the overall usability of the UI is examined. Then, the main findings of the study are discussed, divided into three groups: 1) usability preferences; 2) specific findings related to the comparison of the wizard and the form; 3) design recommendations. Finally, the chapter discusses the most critical errors that happened during the summative test and attempts to investigate their causes.

4.1 Overall usability of the UI

Following the completion of each test, the users had to fill in a post-test questionnaire which aimed to capture their opinions concerning the overall usability of the UI. The majority of the questions were in the form of a scale, inquiring users to evaluate certain aspects of the UI. For example, a statement like “the process of entering a game is easy” had to be evaluated with a score between 1 (strong disagreement) and 4 (strong agreement). The analysis of the qualitative data indicates that the users evaluated the overall usability of the UI with better scores in subsequent tests. Figure 19 depicts the improvement graphically. The final score assigned to each test was calculated as the average of the scores of all the test questions. The score of each test question was the average of the scores assigned to that question by all the participants of the test.
Table 6 lists some distinctive questions showcasing how the scores improved in subsequent tests. The top number in each cell is the average of the scores assigned to the question by the participants (i.e., numbers in parenthesis at the bottom of each cell). The overall picture drawn from these results indicates that the product has gradually improved throughout the development cycle in accordance to the preferences of the users. However, it can be observed that in some cases the scores were higher in earlier tests and then dropped notably before increasing again. An explanation to this development could be the fact that some of the participants did not match precisely with the required user profile. It might have been harder for them to understand various concepts of the system. As a consequence, they provided more strict evaluation.

Figure 19: Average score of the UI per test
Table 6: Questions showcasing the improvement of scores in subsequent tests

<table>
<thead>
<tr>
<th></th>
<th>Formative Test 1</th>
<th>Formative Test 2</th>
<th>Formative Test 3</th>
<th>Formative Test 4</th>
<th>Summative Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>The different functionalities offered by the UI are easily understood.</td>
<td>3 (4, 2)</td>
<td>2.5 (2, 3)</td>
<td>3 (3, 3)</td>
<td>3.5 (4, 3)</td>
<td>3.625</td>
</tr>
<tr>
<td>The process of entering a new entry (game, item, achievement) provides enough help and guidance along the way.</td>
<td>3.5 (4, 3)</td>
<td>2.5 (2, 3)</td>
<td>3.5 (4, 3)</td>
<td>3.5 (3, 4)</td>
<td>3.75</td>
</tr>
<tr>
<td>It is easy to learn how to use the system by myself.</td>
<td>3 (3, 3)</td>
<td>3.5 (4, 3)</td>
<td>3.5 (4, 3)</td>
<td>4 (4, 4)</td>
<td>3.875</td>
</tr>
<tr>
<td>I would use the system in the future.</td>
<td>2.5 (3, 2)</td>
<td>3 (4, 2)</td>
<td>3.5 (3, 4)</td>
<td>3.5 (3, 4)</td>
<td>3.625</td>
</tr>
</tbody>
</table>

4.2 Main findings

The information collected by the usability tests was analyzed and translated into a collection of main findings which are presented and discussed in this section. Table 7 summarizes the findings in three columns: a) usability preferences; b) wizard vs form; c) design recommendations. The usability preferences constitute basic preferences the game developers have from the UI in terms of usability. The findings in the second column are related to the comparison between the wizard and the form, the two design approaches that were the focus of the summative test. The design recommendations column includes suggestions on how to improve the UI according to the perspective of the users. The recommendations focus on the improvement of the process of entering game specific information, in terms of efficiency and effectiveness.
### Table 7: The main findings

<table>
<thead>
<tr>
<th>Usability preferences</th>
<th>Wizard vs form</th>
<th>Design recommendations</th>
</tr>
</thead>
<tbody>
<tr>
<td>The users appreciate and demand quickness.</td>
<td>A form is faster than a wizard in the process of entering game items.</td>
<td>An automated approach to the process of entering game items would be the best solution (i.e., uploading a file that contains the items or entering the items directly through the source code of the games).</td>
</tr>
<tr>
<td>The users favor error tolerance.</td>
<td>A form is more error prone and “mentally challenging” than a wizard in the process of entering game items.</td>
<td>The efficiency of the form and the wizard could be improved by allowing duplication of similar items.</td>
</tr>
<tr>
<td>The users favor panoramic designs while entering game specific information that allow them to constantly inspect the entered information before interacting with the back-end (i.e., before submitting). They appreciate the feeling of inspection and control.</td>
<td>It is easy to learn how to use the system to enter game items using a wizard or a form.</td>
<td>The wizard could be improved by removing unnecessary steps and reducing the number of clicks required to enter a game item.</td>
</tr>
<tr>
<td>The users favor the adoption of different colors to distinguish collections of similar elements.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>The users seem to ignore help even when they need it.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 4.2.1 Usability preferences

The users appreciate and demand quickness. As experienced programmers, the users are accustomed to performing tasks rather quickly and they expect
technology to assist them in that respect. It was obvious that when asked to enter 10 game items (provided in a table in a simple web page), they employed all sorts of techniques to accomplish the task in the quickest way possible (e.g., using keyboard shortcuts, splitting the screen to have a concurrent view of the game items and the Game Cloud UI, copy-pasting). Nonetheless, they were not happy with the overall quickness. In many occasions, they were exhaling in frustration for not being able to accomplish the task even more quickly.

The users favor error tolerance. They demand and expect from the system to capture all errors they might cause while entering data, and in several occasions to fix the errors as well. They want the errors to be reported swiftly and in the places where they occur (i.e., to the UI elements that trigger the errors).

The users favor panoramic designs while entering game specific information that allow them to constantly inspect the entered information before interacting with the back-end (i.e., before submitting). They appreciate the feeling of inspection and control. Some observations indicated that one of the factors that made the users happier while using the form was the fact that it allowed them to view all the entered data at the same screen, without having to scroll or switch screens. This was not the case with the wizard where they had to go back and forth between steps to inspect the entered information. This finding is further supported by a request made by one of the participants to include a summary screen in the wizard right before submission. The summary screen should present the entered data and explain what will be sent to the back-end precisely.

The users favor the adoption of different colors to distinguish collections of
similar elements. Employing a unique color for the main buttons in the views of games (blue), items (red), achievements (green) and events (orange) makes it considerably easier for users to mentally classify the basic notions involved in the system (i.e., games, items, achievements, events) and be able to remember and distinguish them. It also provides a visually appealing experience.

The users seem to ignore help even when they need it. Although the UI included a help system with highlighted and clearly visible access points, the users seemed to ignore it even when they did not know how to proceed or what sort of information to enter. Moreover, in cases where the help was provided as instructions or guidelines and it was visible by default near the UI elements the users were interacting with, even then the users were not consulting it. What they tended to do was looking for a solution to the problem by trial and error. After failing a number of times, they slowed down and started inspecting the page more carefully. Only then they went through the instructions. In some cases they never consulted help, resulting in wrong information input. Perhaps this behaviour was due to the fact that game developers are experienced programmers, accustomed to resolving hindrances by themselves.

4.2.2 Wizard versus form

A form is faster than a wizard in the process of entering game items. This observation is supported by qualitative and quantitative data. In multiple occasions, the users expressed their preference to the form over the wizard due to its quickness. Furthermore, the final summative test in which the wizard and the form were compared in terms of efficiency, clearly indicates the prevalence of the second over the first. Figure 20 supports this claim. The users had to spend almost one minute more to complete the task with the wizard than with the form.
A form is more error prone and “mentally challenging” than a wizard in the process of entering game items. Even though the form was reported to be considerably faster than the wizard, it was also more “mentally challenging” as one of the participants indicated. The users had to pay more attention to avoid error situations using the form. A possible explanation to this issue could be the way in which the input elements were laid out in the form. Since all the input elements were constantly at the user’s view, there was the risk that during the copy-pasting process - which was rapidly recurrent and dull - some data could be pasted to the wrong input field. The user had to look carefully in the form to locate the proper input field. This was not the case with the wizard since it was guiding the users as to what information should be added next.

It is easy to learn how to use the system to enter game items using a wizard or a form. It did not take the entry of more than two items before the users learned the process. Figure 21 depicts the average time spent per item when the users had
to enter 10 game items using the wizard and the form. It can be seen that after entering items A and B, the time required to enter more items does not vary significantly. Figure 21 also supports the statement that the form allows the users to enter the items faster than the wizard.

![Graph showing average time spent per item](image)

*Figure 21: Average time spent per item; entering 10 game items with the wizard and the form.*

The average values for the wizard in figure 21 were calculated only by the four participants who tested first with the wizard. The time spent by those participants to enter the game items is presented in figure 22. Similarly, the average values for the form were calculated only by the four participants who tested first with the form (figure 23).
Figure 22: Time spent per item to enter 10 game items using the wizard; by the four participants who tested first with the wizard

Figure 23: Time spent per item to enter 10 game items using the form; by the four participants who tested first with the form
4.2.3 Design recommendations

An automated approach to the process of entering game items would be the best solution (i.e., uploading a file that contains the items or entering the items directly through the source code of the games). Many participants reported that they would prefer the system to provide import functionality, allowing the submission of great numbers of game items by uploading a file that contains the items (e.g., spreadsheet, xml, json). Another widely supported suggestion was the option to submit the game items programmatically, directly through the source code of the games. In both cases, participants declared that the option to review and edit the items after the import operation completes constitutes a necessity.

The efficiency of the form and the wizard could be improved by allowing duplication of similar items. Some participants reported that the option to duplicate a game item was very desirable. Given the fact that the game items the users had to enter to the system shared many common characteristics, some users were wondering why a “Duplicate Item” option was not available.

The wizard could be improved by removing unnecessary steps and reducing the number of clicks required to enter a game item. What irritated the participants most when they were entering game items with the wizard was the number of clicks they had to do until the process was completed. Indeed, the wizard presented many steps some of which were not providing any real value to the process (e.g., showing the API calls after completing a submission successfully). Furthermore, the wizard was closing after a successful submission (i.e., the view with the list of entered items was presented) forcing the users to reopen it to add a new item, thus demanding more clicks.
4.3 Error rate

Altogether, the tasks were performed without significant errors. Figure 24 shows the error rate per task. As can be seen from the figure, most errors happened in task 3.

![Graph showing error rate per task]

*Figure 24: Error rate per task*

Task 3 was asking the users to add to the Game Cloud the achievement 501QuestsCompleted of the game Hammerfall. What the users had to do was to navigate to the Achievements tab of the game Hammerfall and click on the green “Add Achievement” button to add the achievement (figure 25). However, two of the participants added the achievement as a game item by clicking on the “Add Item” button in the Items tab (figure 26). A possible explanation to this error could be the fact that the users did not understand the difference between a game item and a game achievement. Furthermore, the users did not consult the instructions provided by the UI in the blue frame (right on top of the items and achievements tables).
The errors that happened in tasks 5 and 6 were trivial copy-paste errors. Tasks 5 and 6 were asking the users to enter 10 game items using the wizard and another 10 game items using the form. The items were given in a table in a simple web page. The method employed by the participants to accomplish these tasks was copy-pasting. In some occasions, the users copied the wrong values. This was most likely due to the fact that the copy-pasting process was rather dull, it had to be repeated numerous times and the users wanted to finish it quickly.
5 CONCLUSION AND FUTURE WORK

This master thesis presented a usability study conducted for the development of a web UI for game developers to enter game specific information. The employed evaluation technique was usability testing. The information collected by the tests was analyzed and translated into a collection of main findings that include the general usability preferences game developers have from the UI as well as design recommendations. The outcome of this study could prove useful to UI designers who would have to design similar products in taking the right design directions.

The results showed that the most valuable usability preferences are quickness and error tolerance. Game developers favor UI elements that allow them to constantly inspect the entered information without having to scroll or switch screens. The use of different colors to categorize and distinguish collections of similar elements is desirable. The help provided by the system was rarely used since the users were first trying to resolve any hindrances by themselves.

The comparison of two different design approaches for one of the most critical and frequently used use cases (i.e., entering game items), a form and a wizard, showed that the users preferred the form. Their justifications included quickness, fewer number of clicks and broader inspection and control capabilities of the entered data from a single screen. On the side of the drawbacks, what was attributed to the form was the fact that it was more prone to errors and more “mentally challenging” compared to the wizard.

However, as the majority of participants stated, the best design approach for entering a great number of game items would be the implementation of import
functionality that would allow the game developers to enter the items either programmatically (i.e., directly through the source code of the games) or by uploading a file in a predefined format containing all the items (i.e., spreadsheet, xml, json).

For future research, the usability of the proposed design recommendations could be examined. Furthermore, the findings of this study could be verified by using other evaluation techniques (e.g., heuristic evaluation). Finally, it would be of interest to research the reasons that lead game developers to ignore the provided help, as well as to search for answers on how to improve the help system to provide assistance when the users need assistance but they have not yet realized it.
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