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Abstract

Formal methods provide a means of reasoning about computer programs in order to prove correctness criteria. One subtype of formal methods is based on the weakest precondition predicate transformer semantics and uses guarded commands as the basic modelling construct. Examples of such formalisms are Action Systems and Event-B. Guarded commands can intuitively be understood as actions that may be triggered when an associated guard condition holds. Guarded commands whose guards hold are non-deterministically chosen for execution, but no further control flow is present by default. Such a modelling approach is convenient for proving correctness, and the Refinement Calculus allows for a stepwise development method. It also has a parallel interpretation facilitating development of concurrent software, and it is suitable for describing event-driven scenarios. However, for many application areas, the execution paradigm traditionally used comprises more explicit control flow, which constitutes an obstacle for using the above mentioned formal methods. In this thesis, we study how guarded command based modelling approaches can be conveniently and efficiently scheduled in different scenarios. We first focus on the modelling of trust for transactions in a social networking setting. Due to the event-based nature of the scenario, the use of guarded commands turns out to be relatively straightforward. We continue by studying modelling of concurrent software, with particular focus on compute-intensive scenarios. We go from theoretical considerations to the feasibility of implementation by evaluating the performance and scalability of executing a case study model in parallel using automatic scheduling performed by a dedicated scheduler. Finally, we propose a more explicit and non-centralised approach in which the flow of each task is controlled by a schedule of its own. The schedules are expressed in a dedicated scheduling language, and patterns assist the developer in proving correctness of the scheduled model with respect to the original one.
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Part I

Research Summary
Chapter 1

Introduction

Software testing [64] has often been the method of choice in the quest to enforce software correctness. However, as pointed out by Dijkstra [24], testing can show the presence of bugs, but not their absence. History has shown that even highly funded major projects are at risk of software errors. For example, in 1996, a software controller error caused the Ariane 5 rocket of Flight 501 to veer off its flight path and explode [54]. While the rocket was unmanned and there were no human casualties, the incident resulted in considerable economic and scientific losses. In contrast, there were several deaths and serious injuries resulting from erroneous software in the Therac-25 radiation therapy machine [53]. In the six known incidents, which took place from June 1985 to January 1987, the patients received massive radiation overdoses.

1.1 Informal and Formal Methods

There are many different software development processes that can improve the quality of the resulting software. A traditional approach is the waterfall model [67], containing sequential steps such as requirements specification, design, implementation, testing and maintenance. More recently, agile development [17] methods have been proposed, in which the focus is shifted from processes to individuals, from following plans to responding to changes, etc. Such an agile method is Extreme Programming [16], which involves unit testing and focuses on pair programming as a mechanism of mitigating low quality code.

The above mentioned development processes are informal in the sense that they do not rely on strict mathematical-logical reasoning. This can be contrasted to formal methods, which allow for rigorous reasoning about software and proving properties thereof. Such properties typically constitute some form of correctness criteria. Important mathematical-logical founda-
tions for reasoning about computer programs were laid in the 1960s [40, 45], and formal methods provide a potentially powerful means of improving software quality. The methods and tools have evolved over time, and a study of their industrial applications [18] shows that many application areas have benefited from formal modelling and verification, yet many challenges remain. The current state of formal methods has also been questioned elsewhere [65]. This calls for more research in the field.

1.2 Classification of Formal Methods

Formal methods do not constitute a uniform class of techniques. The mathematical-logical foundations may differ considerably from method to method, but they can roughly be classified into three categories:

1. Model checking methods
2. State-based methods
3. Process algebras

In model checking [27, 66], the basic idea is to verify that certain properties hold for a given system model. The properties are expressed in the form of a specification in a temporal logic (e.g. LTL or CTL). A challenge is the state space explosion problem, whereby the number of states to consider grows exponentially. To mitigate this phenomenon, state reduction techniques such as bisimulation can be used.

The state-based methods focus on state space transitions of a given model, brought about by the execution of commands. In this way, model consistency can be checked, e.g. with respect to an invariant. Moreover, refinement [6, 7, 13, 14, 35, 62, 63, 73] is typically also supported. Refinement makes it possible to gradually turn an abstract specification into more and more concrete ones through the means of correctness preserving transformations. The Guarded Command Language [36, 37], the Action Systems formalism [8, 9], the B-method [2], Event-B [1, 39], the Z notation [22, 70], the Vienna Development Method (VDM) [19] and UNITY [26] all constitute examples of state-based formalisms.

Finally, the process algebras, or process calculi, deal with communication between processes. They are also known as event-based formalisms, where the word event refers to the interactions taking place between the processes. Notable examples of process algebras are CSP [46], CCS [60] and the pi-calculus [61].

It should be noted that the above classification is only indicative. For example, Circus [25] is a hybrid approach combining Z, which is state-based, with the process algebra CSP. Furthermore, the Creol language [29, 50] is
inspired by process algebras, but differs from most of them in using asynchronous rather than synchronous communication [49]. Creol is also object-oriented and operates on a higher abstraction level than traditional process algebras, and, in fact, than most formal methods in general. There are also light-weight formalisms which combine informal and formal elements. Such an approach is the Eiffel language [59], which inherently supports Design by Contract. This allows the programmer to take advantage of concepts such as preconditions, postconditions and invariants, which are traditionally not found in programming languages.

1.3 Guarded Commands and Scheduling

This thesis is not about program correctness in general, nor about formal methods as a whole. Instead, we focus on a specific class of modelling languages within the category of state-based formal methods. In the previous section, we mentioned the Guarded Command Language as an example of a state-based formalism. The language, proposed by Dijkstra together with the weakest precondition predicate transformer semantics, provides a basic but elegant means of reasoning about programs.

The language introduces the concept of guarded commands, a simplified form of which can be constructed as follows:

\[
\langle\text{guarded command}\rangle ::= \langle\text{guard}\rangle \rightarrow \langle\text{statement}\rangle
\] (1.1)

The guard is a predicate on the state of the model, whereas the statement is a command that updates the state. The intuitive interpretation of a guarded command is that the statement is eligible for execution only when the guard holds, i.e. evaluates to true. The guarded command is then said to be enabled (the opposite being disabled). Guarded commands are typically combined using the non-deterministic demonic choice operator \(\parallel\) and included in a do od loop, resulting in the following construct:

\[
\text{do} \quad g_1 \rightarrow S_1 \\
\quad \parallel g_2 \rightarrow S_2 \\
\quad \ldots \\
\quad \parallel g_n \rightarrow S_n \\
\text{od}
\]

This can be understood so that any one of the \(n\) guarded commands is non-deterministically chosen for execution, under the condition that it is enabled at the time of choice. Because of the loop, this procedure is repeated until no guarded command is enabled any longer. Note that the choice is demonic, which means that the model designer is not in control of the
choice. While these interpretations are informal, the precise semantics will be given in the next chapter in terms of weakest precondition predicate transformers. We will also mention how weakest preconditions can be used to form a correctness preserving refinement chain, making it possible to develop programs in a stepwise manner.

The principles of the guarded commands have been incorporated into a number of newer specification languages, such as the Action Systems formalism and Event-B. We will refer to such languages as guarded command based languages, and they constitute the object of study in this thesis. More specifically, we are interested in how the theoretical concept of demonic non-deterministic choice is controlled and implemented in practice. Such scheduling aspects are important from a practical point of view, and, by extension, industrial adoption. Guarded command based languages are particularly suitable for modelling parallel software, and, therefore, we focus especially on parallel and ubiquitous scenarios.

1.4 Structure of the Thesis

The thesis is based on five original papers. Reprints of these articles are provided in Part II. The purpose of Part I is to provide background information, to summarise the contributions of the publications, as well as to provide further discussion and analysis. The text has deliberately been written as a high level overview, and we refer to the the original papers for more technical details.

The rest of Part I is structured as follows. In Chapter 2, we provide background information on guarded commands and languages based on them. We also discuss associated scheduling issues that we attempt to address in the thesis. In Chapter 3, we present the original publications, focusing on their respective contributions in context of the topic of the thesis. The purpose of Chapter 4 is to further analyse and discuss the approaches taken in the papers. We also compare the methods to each others as well as to related work, and discuss their respective merits and drawbacks when applied in different scenarios. Finally, in Chapter 5, we give a short summary of what we have analysed and achieved in the thesis.
Chapter 2

Background and Motivation

In this chapter, we give a short theoretical background to our field of study. We first deal with predicates and weakest precondition predicate transformers. These fundamentals underpin the refinement relation, which, in turn, plays an important role in guarded command based languages. After providing an introduction to this category of languages, we move on to discuss scheduling and explain why it is motivated to study it. We also give a problem statement as well as short summary of the research methods used in the thesis. Much of the theoretical background in this chapter is based on the work of Back and von Wright [13].

2.1 Weakest Precondition Predicate Transformers

In Chapter 1, we mentioned that guarded commands can be given a formal semantics in terms of weakest precondition predicate transformers [13, 36]. Since guarded command based languages are state-based, focus is on the state of a model as well as updates thereof. All possible configurations of the variables in a model make up the state space, for which we use the denotation $\Sigma$.

Before going into the details of predicate transformers, we shortly discuss the underlying concept of predicates. A predicate $q$ on $\Sigma$ is a function $q : \Sigma \rightarrow \text{BOOL}$ mapping states to Boolean values in $\text{BOOL} = \{F, T\}$. Two important special cases of predicates are the constant functions false and true, which map any state to the Boolean values $F$ and $T$, respectively.

They are, thus, defined as $\text{false}(s) = F$ and $\text{true}(s) = T$ for any state $s$ in $\Sigma$. Predicates form a lattice with false as the bottom element, true as the top element, and implication ($\Rightarrow$) as the ordering relation [13]. It is sometimes convenient to think of predicates in terms of subsets of the state space, instead of the function as such. The subset then consists of all such states $s$ in $\Sigma$ for which the predicate function evaluates to $T$. 
Predicate transformers can now be defined as functions mapping one predicate to another, i.e. they have the type $(\Sigma \to \text{BOOL}) \to (\Sigma \to \text{BOOL})$. The idea is to use them as a means of giving a semantics for statements (commands) in the modelling language. More specifically, a weakest precondition predicate transformer takes a postcondition predicate $q$ as input, and returns a predicate reflecting the weakest predicate (smallest w.r.t. the implication ordering) from which execution of a statement $S$ terminates in a state where $q$ holds. The semantics of individual statements is, thus, defined in terms of their associated predicate transformers. The following list gives the weakest precondition predicate transformers associated with different statements:

$$(v := E)(q) = q[v := E] \quad \text{(Multiple assignment)}$$
$$(S; T)(q) = S(T(q)) \quad \text{(Sequential composition)}$$
$$(S \parallel T)(q) = S(q) \land T(q) \quad \text{(Demonic non-determin. choice)}$$
$$S^\omega(q) = \mu X. (S; X \parallel \text{skip})(q) \quad \text{(Strong iteration)}$$
$$S^\star(q) = \nu X. (S; X \parallel \text{skip})(q) \quad \text{(Weak iteration)}$$
$$\text{skip}(q) = q \quad \text{(Stuttering)}$$
$$\text{magic}(q) = \text{true} \quad \text{(Miraculous behaviour)}$$
$$\text{abort}(q) = \text{false} \quad \text{(Aborting behaviour)}$$
$$[p](q) = p \Rightarrow q \quad \text{(Assumption)}$$
$$\{p\}(q) = p \land q \quad \text{(Assertion)}$$

Here, $v (v_1, \ldots, v_m)$ is a list of variables, $E (E_1, \ldots, E_m)$ is a list of expressions, $p$ and $q$ represent predicates, and $S$ as well as $T$ are arbitrary statements. Moreover, $q[v := E]$ refers to textual substitution, i.e. all free occurrences of $v_i$ in $q$ are replaced by $E_i$ for all $i \in \{1, \ldots, m\}$. The notations $\mu$ and $\nu$ represent least fixed point and greatest fixed point, respectively.

The statement $v := E$ is a (multiple) assignment, where the variables of $v$ are assigned the corresponding expression in $E$. Sequential composition ($;$) composes two arbitrary statements for sequential execution, whereas demonic non-deterministic choice ($\parallel$) means that either one of the statements will be executed. However, the choice is not up to the modeller, hence the name “demonic”. Strong iteration, intuitively, repeatedly executes a given statement a demonically chosen and possibly infinite number of times. Weak iteration is similar, but the number of executions is finite. The skip statement represents stuttering, i.e. it will leave the state unchanged. The statement magic models miraculous behaviour, which means that any post-condition is achieved regardless of the state in which it is executed. This is in contrast to abort, which does not guarantee to achieve any postcondition at all. It does not necessarily even terminate. Finally, we have assumption $[p]$ and assertion $\{p\}$. If executed in a state where $p$ holds, they both behave as skip. However, if $p$ does not hold in the pre-state, assumption behaves as magic, whereas assertion behaves as abort.
Similarly to the predicates, the statements also form a lattice, provided that they are monotonic [63]. All statements we consider here fulfill the monotonicity criterion. The bottom element is false, whereas the top element is true. The statement lattice is ordered under the refinement relation, which we will discuss later.

The predicate transformers associated with statements provide us with a formal semantics for mathematical-logical reasoning. The ultimate goal is typically to prove correctness in one form or another. A well-established notion of correctness is that of Hoare triples [45], which are constructs consisting of a precondition \( p \), a postcondition \( q \) and a statement \( S \):

\[
\{p\} \ S \ \{q\}
\]  \hspace{1cm} (2.1)

The meaning of such a Hoare triple is that if statement \( S \) is executed in a state where \( p \) holds, then it is guaranteed to terminate in a state where \( q \) holds. Despite the similarities in notation, the curly brackets of Hoare triples are not to be confused with assertion statements. Also note that we here deal with total correctness, which means that we do not consider the triple to hold if the statement is non-terminating. This is in contrast to the slightly different notion of partial correctness, according to which a triple is said to hold if it either terminates and achieves \( q \) or it does not terminate at all. It is worth noting that statements can be linked to total correctness Hoare triples through the means of their respective predicate transformers:

\[
S(q) = \{p \mid \{p\} \ S \ \{q\}\}
\]  \hspace{1cm} (2.2)

This important connection demonstrates why predicate transformers have the potential to be useful for reasoning about the correctness of programs.

### 2.2 Refinement

Sometimes it is not enough to consider the correctness of a single statement, but we may be interested in how two statements are related to each other in terms of correctness. Such reasoning can be achieved through the means of refinement, which is particularly useful for stepwise development of programs. Refinement has been extensively studied in the literature [6, 7, 13, 14, 35, 62, 63, 73], and it can be defined as follows. Consider two statements \( S_1 \) and \( S_2 \). Statement \( S_2 \) is then said to be a refinement of \( S_1 \), denoted by \( S_1 \sqsubseteq S_2 \), if:

\[
\forall q. \ S_1(q) \Rightarrow S_2(q)
\]  \hspace{1cm} (2.3)

Stating that \( S_1 \sqsubseteq S_2 \) can also equivalently be formulated in terms of total correctness Hoare triples as follows:

\[
\forall p, q. \ \{p\} \ S_1 \ \{q\} \Rightarrow \{p\} \ S_2 \ \{q\}
\]  \hspace{1cm} (2.4)
This intuitively means that whatever postcondition $S_1$ is able to achieve, $S_2$ will also be able to achieve it. Statement $S_2$ may or may not be able to achieve a stronger postcondition than $S_1$, but the important aspect is that it will not be weaker. Because of this, the refined statement $S_2$ can be said to preserve correctness w.r.t. the original statement $S_1$. The refinement is said to be more concrete than the statement it refines, which, in turn, is more abstract than the refinement. Note that the refinement relation is reflexive and transitive, which means that it is possible to create chains of refinements, whereby the most concrete statement is also necessarily a refinement of the most abstract one.

Since relatively complex statements can be constructed from more basic ones using iteration, choice and sequential composition, statements can be used to model specifications/programs. Starting from an initial specification, more concrete specifications can be be derived and shown to be refinements of the initial one. This stepwise refinement approach, which is illustrated in Figure 2.1, allows for a formal and correctness-preserving means of developing software. Since correctness is an integral part of the development process, the term correct by construction can be used. Note that no clear distinction between specifications and (executable) programs has to be made. In fact, an important goal of the Refinement Calculus [7, 13, 14] was to eliminate previous restrictions requiring executability of statements [36]. However, from a practical point of view, it is important that the final version of a program only contains executable statements.

**Example 1** Consider a variable $x$ and two integers $i_1$ and $i_2$. The statement $x := i_1 \parallel x := i_2$ is then refined by $x := i_2$, i.e.:

$$x := i_1 \parallel x := i_2 \sqsubseteq x := i_2 \quad (2.5)$$

That this is the case can be verified by resorting to the definition of refinement as well as the predicate transformers of the two statements. This gives us the following expression, which is obviously true:

$$\forall q. q[x := i_1] \land q[x := i_2] \Rightarrow q[x := i_2] \quad (2.6)$$

This constitutes an example of how non-deterministic choice can be reduced through the means of refinement, going from abstract statements towards more concrete ones.

**Example 2** The following refinement chain holds:

$$\text{abort} \sqsubseteq x := i_1 \sqsubseteq [x = i_2]; x := i_1 \sqsubseteq \text{magic} \quad (2.7)$$

This can also be easily verified using the definition of refinement. The fact that the other statements (in fact, any other statements) are refinements of
abort can also be deduced from the fact that abort constitutes the bottom element of the statement lattice. Similarly, magic, being the top element, is a refinement of the other statements. The statement \([x = i_2]; x := i_1\) has the same effect as \(x := i_1\) if \(x = i_2\) initially holds, or else it behaves like magic (miraculous behaviour). This means that it is a more concrete statement than \(x := i_1\) in the Refinement Calculus sense of the word. This refinement chain also shows us that more concrete behaviour does not in every single case correspond to practical implementability. In fact, magic cannot be implemented, and statements can from this point of view be refined “too far”.

2.3 Guarded Command Based Languages

We shortly presented the Guarded Command Language in Chapter 1, and we will now discuss guarded command based languages in light of the theory in the above sections. However, we have not introduced any statements for guarded command, nor for the do od loop. These can, however, be defined in terms of the statements above as follows:

\[ g \rightarrow S = [g]; S \]  \hspace{1cm} (2.8)

\[ \text{do } B \text{ od } = B^\omega; [\neg gd(B)] \]  \hspace{1cm} (2.9)

It is common (but not mandatory) to require that \(S\) is strict with respect to false, i.e. that \(S(\text{false}) = \text{false}\). This guarantees that the the “guard portion” of \(g \rightarrow S\) is indeed confined to \(g\). As for the do od loop, \(B\) is a statement representing the loop body. Furthermore, \(gd(B)\) stands for \(\neg B(\text{false})\), which represents the states from which execution of \(B\) will not behave as magic (miraculous behaviour), i.e. it extracts the guard portion of the statement. The assumption prevents termination of the loop until the guard portion of \(B\) is false.

Dijkstra considered guarded commands to be of a distinct syntactic category than statements [36]. This is in contrast to the definition above, where the whole guarded command \(g \rightarrow S\) is seen as a statement, and not only the non-guard part \(S\). Treating guarded commands as statements is possible because of allowing for assumptions and miraculous behaviour, which was not supported by Dijkstra\(^1\). The do od loop is also defined differently.

\(^1\)The law of the excluded miracle was lifted in the Refinement Calculus.
than in Dijkstra’s work. The definition used here is convenient for algebraic reasoning about loops [12].

2.3.1 Action Systems

We now give a schematic view of a model in the Action Systems formalism [8, 9]:

$$\mathcal{A} = \begin{array}{l}
\text{|} \\
\text{| var } v_1, v_2, ..., v_m \\
S_0; \\
do \\
g_1 \to S_1 \\
\ldots \\
g_n \to S_n \\
od \\
\end{array}$$

The var clause contains a list of variables, $S_0$ is a statement initialising the state, and it is sequentially followed by a do od loop, similar to the one in the Guarded Command Language as presented in Chapter 1. An action system, as defined above, can be seen as a statement in its own right, i.e. as a weakest precondition predicate transformer. This implies that it can also be refined accordingly, giving us a means of stepwise refinement of action systems. This approach assumes that we are only interested in total correctness, i.e. correctness with respect only to the pre- and post-execution states (input-output relation). However, Action Systems theory can also be extended to support stepwise refinement of reactive systems [7, 11, 15], in which case intermediate states are also considered.

2.3.2 Event-B

Another important formalism based on guarded commands is Event-B [1, 39]. It shares much of its theoretical background with the Action Systems formalism, as well as with the (classical) B-method [2]. It can also be seen as a successor of the B Action Systems framework [72]. Despite the many similarities, there are also a number of notable differences. For example, Event-B is based on sets (subsets of the state space) rather than predicates, and, therefore, set transformers are used instead of predicate transformers. However, this is mostly an illusionary difference, since the two approaches are effectively interchangeable. Another difference is the fact that Event-B, on purpose, has no fixed behavioural semantics, i.e. it does not take a stand on how the guarded commands are triggered. Furthermore, refinement is defined as a number of proof obligations [42] instead of the way it was defined.
in Section 2.2. This makes Event-B more flexible with respect to different use cases, since any behavioural semantics that is compatible with the proof obligations can be used. Typically, however, the same semantics as in action systems is used. It is also worth noting that Event-B does not support sequential composition, a fact that has consequences for the construction of guarded commands. Furthermore, the mathematical language of Event-B [58] is strictly defined, which is not the case for the Action Systems formalism. While this makes action systems more flexible, it also renders tool support difficult. For Event-B, tool support is currently provided by the open source Rodin tool [4, 3, 39]. It is based on the Eclipse platform [38], and additional functionality can be added through the means of plug-ins.

2.3.3 Terminology

We also want to point out some discrepancy in terminology between different guarded command based languages. In the Action Systems formalism, guarded commands are known as actions, whereas they are called events in Event-B. Furthermore, Event-B used the word “action” for the statement following the guard, which may cause confusion because the same word is used differently in Action Systems theory. In the rest of Part I of the thesis, we will typically use the denotation “guarded command” regardless of the formalism in question, and we will also otherwise try not to use ambiguous terms in this respect.

2.4 Scheduling

2.4.1 Non-deterministic Choice

Models expressed in the Action Systems formalism, or as loops in the Guarded Command Language, are scheduled by demonic non-deterministic choice between guarded commands. Such a behavioural semantics is also commonly used in Event-B, which is the case for the Event-B models studied in this thesis as well. The precise mathematical-logical semantics is given by the predicate transformers. However, an intuitive interpretation is that the developer has no control of which one of the guarded commands will be chosen for execution. To elaborate what this means, consider the following weakest precondition involving three guarded commands:

\[(g_1 \rightarrow S_1 | g_2 \rightarrow S_2 | g_3 \rightarrow S_3)(q)\]  

According to the definition of demonic non-deterministic choice, this equals to \((g_1 \rightarrow S_1)(q) \land (g_2 \rightarrow S_2)(q) \land (g_3 \rightarrow S_3)(q)\). Consequently, in order for the composition to guarantee postcondition \(q\), not only one or two, but all three guarded commands have to individually guarantee \(q\). This can be
seen as an adversary, or a demon, performing the choice, hence the name. In fact, there is also an *angelic non-deterministic choice*, according to which a composition achieves a given postcondition given that any one of the constituent guarded commands (or, in general, statements) does so. However, it is of less practical interest, and it is not *conjunctive*, which is a property required by many rules for algebraic reasoning about statements.

### 2.4.2 Parallel and Distributed Models

Since the guarded commands are typically located inside a `do od` loop, execution of the commands takes place repeatedly until all of them are disabled. Even though the choice is non-deterministic, once a guarded command has been chosen, it will be executed in its entirety. The procedure of choice and execution can be seen as sequentially repeated with only one command executing at a time. However, the semantics also allows for a parallel interpretation [7]. If several guarded commands are enabled and have no variables in common, they can be executed simultaneously. This convenient means of achieving parallelism is an argument for using guarded command based languages for the development of concurrent software. Furthermore, both the Action Systems formalism and Event-B support decomposition [5, 23, 10], which is useful when modelling distributed systems. Such decomposition can be of two basic types: either the components communicate via *shared variables*, or, if they have separate state spaces, they rely on *shared guarded commands*.

### 2.5 Problem Statement

#### 2.5.1 Background

As we have seen, guarded command based languages have several advantages. First, they have a formal semantics supporting correctness preserving stepwise refinement. They also have a parallel interpretation that is suitable for modelling concurrent software. Furthermore, there are techniques for decomposition into sub-models. For Event-B, in particular, there is also tool support. Features such as these make languages based on guarded commands interesting for the development of parallel software in scenarios where correctness is of particular importance. These arguments constitute a compelling reason for studying and deploying guarded command based languages in the first place. However, these languages also carry a number of drawbacks that currently limit their usability. One such problem, in particular, is how to interpret demonic non-deterministic choice in terms of scheduling in real-world scenarios, in which case implementation on a physical computer is typically a goal. Analysing and providing answers to such
questions in a way that is sound from a practical point of view, yet fully compatible with the underlying theoretical concepts, constitutes the core of this thesis.

2.5.2 Interpretation of Theoretical Concepts

The interpretation of demonic non-deterministic choice in practical terms of scheduling is not straightforward. Demonic non-deterministic choice is a rather theoretical concept, and it differs considerably from scheduling in traditional programming paradigms such as the imperative one. Apart from choice, there are also other theoretical modelling constructs that are typically not found in programming languages. A notable example is miraculous behaviour, which is not suitable for execution on a physical computer. However, the way it is typically used in guarded command based languages is as guards inside a \texttt{do od} loop, and as an assumption sequentially following the strong iteration in the definition of the loop. When used precisely in this way, the miraculous statements will never be executed, but they rather serve as a mechanism of restricting the demonic non-deterministic choice, as well as controlling loop termination. This ensures that only enabled commands can be chosen for execution, and that the loop does not terminate as long as at least one guarded command is enabled. Hence, the impact of miraculous constructs is reduced to scheduling considerations. Consequently, it is a part of the question about how demonic non-deterministic choice can be interpreted and implemented in terms of execution on a physical computer.

2.5.3 Questions of Particular Interest

An important question is whether interpretation and implementation of demonic non-deterministic choice is scenario specific, rendering guarded command based languages more suitable for certain types of scenarios than for others. Furthermore, a scheduling approach is not necessarily equally fit for all scenarios, leading to the question what scheduling techniques to be used in what cases. An interesting and fully relevant issue is also whether the guarded command based nature is to be preserved at the implementation stage, or whether models should be transformed to resemble programs written in traditional programming languages. Performance of the final software may also depend on the technique that has been used. We find that such issues are important for the adoption of guarded command based languages, and the rest of the thesis is dedicated to studying them, particularly in the context of parallel/ubiquitous scenarios.
2.6 Research Methods

The research methods used in the thesis largely boil down to the nature of computer science, and, in particular, to the sub-discipline we focus on. Predicates, weakest precondition predicate transformers as well as the refinement concept are deeply rooted in mathematics and logic. This calls for a mathematical and algebraic approach, in contrast to the empirical one that is characteristic of natural sciences. Some of the scheduling methods were, indeed, evaluated from a mathematical-logical correctness perspective.

However, despite its mathematical roots, there is also a practical aspect of formal methods and scheduling. The reason why formal methods are used in the first place is the development of computer programs, the performance of which may be difficult to evaluate from a purely theoretical point of view. Since factors such as communication overhead may also have a large impact, complexity analysis as used in algorithmics is also not applicable. Because of this, we found it motivated to perform an empirical study to evaluate the performance of a specific scheduling approach.

In addition to mathematical correctness and real-world performance, there is also an ease-of-use aspect. A scheduling method may be theoretically correct and perform well, yet be difficult to use from a developer's point of view. This property is difficult to quantify and evaluate from a strictly objective perspective. Nevertheless, we consider it an important aspect that we have paid attention to and which we discuss when relevant. We also shed more light on it when we compare the different scheduling techniques to each other.
Chapter 3
Contributions of the Original Publications

We will now focus on the research conducted in the original publications re-published in Part II. In addition to just describing the research of each paper in isolation (which can also be read in their respective abstracts), we here put emphasis on relating them to each other. We also shortly discuss to what degree the thesis author has been involved in each of the papers.

3.1 Paper I


In this paper, we study a means of modelling trust in a social networking setting. The publication is based on a previous extended abstract [33]. The scenario involves a number of entities (or agents), that may interact with each other by the means of transactions. Each transaction may have some specific pre-requisites that must hold. Models are expressed in the Action Systems formalism, and transactions are represented in the form of guarded commands, whereby pre-requisites can be expressed in the guard. In the paper, we used a car sales scenario as an example, whereby e.g. the ability to afford the price of a car constituted such a pre-requisite. Trust aspects can be seen as additional entity-specific pre-requisites that must hold for a transaction to take place, in addition to the basic functional ones. There are several alternative frameworks for modelling trust, e.g. as proposed by Degerlund [31] or the subjective logic by Josang et al. [51].
We used the latter approach in the paper, and trust values representing the degree of trust between different entities was expressed using variables and the trust criteria were expressed in a special *co-ordination language*. The non-trust part of the system, expressed as an action system, and the trust aspects modelled in the co-ordination language can easily be merged into a standard action system, whereby trust criteria become part of the guards of the guarded commands representing transactions. We can conclude that the use of a guarded command based modelling language fits this particular use scenario well, since transactions and trust thresholds inherently exhibit an event-based nature.

**Work division.** The principles of the paper were developed jointly by both co-authors. Most of the writing was performed by Degerlund.

### 3.2 Paper II


We now move from inherently event-based scenarios and focus on the modelling of parallel compute-intensive terminating programs. The approach we use in this paper has its roots in the PhD thesis of Sere [68]. We start from a sequential model and use algebraic rewrites to split it into separate parts that can be executed concurrently, and the methodology is demonstrated by applying it on a model for integer factorisation. The language used adheres to the Action Systems formalism, with the extension that we allow for multiple **do od** loops that can be sequentially composed. This extension is valid, since action systems can be seen as a canonical form of general statements. Refinement calculus is used to show that each rewriting step is a valid refinement step of the previous one. Note that we focus on correctness with respect to the input-output relation, i.e. total correctness. This guarantees that we achieve the desired end result, but at the same time allows us to flexibly restructure the inner workings of the model to be compatible with parallel execution. Rewriting is performed in such a way that we obtain sets of guarded commands, where the commands of different set should have as few variables in common as possible in order to maximise parallelism. The sets of guarded commands are intended to be executed on different computational nodes, interconnected according to a star topology, and scheduling takes place using the default non-deterministic choice. Note that while we keep in mind an intended mapping to computational nodes,
we never state it explicitly. This is because we only operate on an abstract modelling level and we have no means of expressing implementation level details. Mappings contrary to the intended one do not lead to incorrect results, but performance will typically suffer since variable conflicts would impair the degree of parallelism.

Work division. The research was conducted in close co-operation by both authors. Degerlund produced large portions of the text, including most of the model listings.

3.3 Paper III


In Paper II, we considered modelling parallel software for execution on computational nodes in a star topology. However, the solution was on quite a theoretical level. While the restructuring refinement steps led to a model designed to be suitable for parallel execution, more detailed implementation aspects were not considered. This paper, which has its roots in the ideas of an earlier extended abstract [34], focuses on the execution framework and how scheduling is implemented in practice. It does not concern the refinement process itself, which can be performed similarly to the method in Paper II or to the principles in Sere’s thesis [68]. What is of particular importance is that the models have been developed in such a way that the guarded commands contain as few shared variables as possible. The basic principle in this paper is to use a central scheduler that implements the role of the theoretical non-deterministic demon. In addition to simply deciding what guarded commands to schedule at what time, it also delegates them to an appropriate computational node for execution. Scheduling decisions are taken based on factors such as variable conflicts between guarded commands, model designer decisions and fairness. Variable conflicts are expressed in a matrix, which the scheduler respects when deciding which events to schedule concurrently. The models designed may also provide a matrix containing information on what node(s) specific guarded command may be scheduled. Furthermore, the scheduler deploys a scheduling algorithm guaranteeing that all guarded commands will have a chance to be scheduled (provided that they are enabled), even though Action Systems theory as such does not deal
with fairness. The scheduler is also responsible for upholding a record of the model state, and when scheduling a guarded command, it communicates the current values of the relevant variables to the executing node. A proof-of-concept version of the scheduler was developed in C++ \cite{71} for use with code generated from the Atelier B \cite{28} tool when used to model B Action Systems \cite{72}. The MPI \cite{56} framework allowed communication between the central scheduler and the computational nodes.

**Work division.** The scheduling principles were suggested primarily by Degerlund, but all three authors were involved in the work. The writing process was undertaken mostly by Degerlund.

### 3.4 Paper IV


Paper III relied on modelling in the Action Systems formalism and code generation was performed by the Atelier B tool. However, since Atelier B only supports classical B, the solution relied on using B Action Systems, which is an approach of expressing action systems in terms of classical B. To enable the use of a single formalism, we turned to Event-B and the Rodin tool. As part of Grönblom’s master’s thesis \cite{41}, a code generator was developed as a plug-in for the Rodin platform, and the scheduler of Paper III was updated to be compatible with the resulting code. The approach was also described in a technical report \cite{32}. However, while this constituted a concrete framework for deployment, optimisation had not yet been considered, nor had the performance of the approach been evaluated in practice. Because of this, we introduced an optimisation approach and performed an empirical efficiency study in a conference article \cite{30}, of which Paper IV is an extended version. In the unoptimised version, each scheduled guarded command, is only executed once by a computational node before returning the updated variables to the central scheduler. This implies a considerable communication overhead. To counteract the problem, a repetition mechanism was introduced, allowing for the guarded command to be executed repeatedly a specific maximum number of times, or, until it disables itself. The scheduler implementation, which also contains code controlling the computational nodes, was adapted to support this mechanism, and a model for parallelised integer factorisation was used for benchmarking. The tests were performed on a multicore/multiprocessor machine, and we studied both the practical applicability of the method itself and the scalability when additional cores
were used. The results were compared to a sequential C++ program that corresponded as closely as possible to the parallel model as far as the factorisation algorithm is concerned. While the sequential version obviously contained less overhead, it did not have the potential of speed-up from parallelism. Because of this, the sequential version was faster when the work load was low and the number of cores in use was low. However, the parallel version was considerably faster for larger workloads and a higher number of cores. We also found indications suggesting that the scheduling framework scales relatively well.

Work division. Degerlund is the sole author of this paper and the conference paper [30] on which it is based.

3.5 Paper V


The scheduling framework involving a central scheduler bears similarities to the non-deterministic choice of the modelling languages, and the developer does not explicitly have to take a stand on scheduling. However, such a scheduler needs computational resources at run-time, and sometimes the developer may desire to have more control over scheduling details. To cater for such situations, we proposed a decentralised approach involving explicit schedules in a workshop paper [21], of which Paper IV is an extended version. The idea is that instead of a dedicated scheduler taking decisions at run-time, the developer expresses an explicit schedule for each task/process. We rely on shared-variable model decomposition as in related work [5, 44] and use Event-B for modelling, but the schedules are given in a separate scheduling language containing e.g. sequential composition of guarded commands. What constitutes a particular challenge is that such scheduling deviates from the original non-deterministic choice of Event-B, yet the scheduled version must functionally adhere to the original specification. Because of this, schedules are introduced as refinement steps. We also note that miraculous behaviour may take place should a guarded command turn out to be disabled when the schedule mandates its execution. While this would strictly speaking constitute a valid refinement step, it is not desirable for practical reasons. Consequently, it also has to be shown that no new miraculous behaviour is introduced. Another challenge is that the scheduled system as a whole should be a refinement of the original model, i.e. it is not enough to consider each task in isolation, a problem we address by taking
interference from other tasks into account. Consequently, there are several factors that have to be considered as part of schedule introduction, and to alleviate the burden on the developer, we provide pattern support for some common scheduling scenarios. To demonstrate our approach in practice, we schedule a model of the dining philosophers problem [47].

**Work division.** The idea was originated by Boström and Sere as an extension of Boström’s previous work [20]. Further theoretical approaches were developed jointly by all authors. Most writing was performed by Degerlund and Boström, with some text contributed by Waldén and Sere. This division concerns the work resulting in both the underlying article [21] and this paper (Paper V).
Chapter 4

Analysis and Discussion

In this chapter, we focus on analysing the different scheduling approaches presented in the previous chapter and the original publications. We put particular emphasis on the respective advantages and drawbacks of each method, in what scenarios they are most useful, and to what degree they can be seen as mutually interchangeable for a given modelling scenario. Furthermore, we compare them to related work in order to highlight the contribution of the thesis and to position them in a wider research context. We also briefly discuss how well we have succeeded in addressing the problem statement of the thesis as given in Section 2.5, and what limitations remain.

The scheduling approaches we have considered can roughly be divided into three categories:

1. Event-driven scheduling
2. Run-time scheduling
3. Development-time scheduling

Using this classification, Paper I deals with approach number 1, papers II, III and IV use approach 2, whereas paper V relies on approach 3. We will now analyse each of the methods more closely.

4.1 Event-driven Scheduling

It is important to note that languages based on the Guarded Command Language have much in common with event-driven programming. This is because they contain a collection of instructions without explicit control flow, but rely on invocation from an external entity. It would be tempting to call them event-based languages, but that term is already reserved for process calculi, which clearly constitute a different class of languages. The key as to why both classes are related to “events” is that they represent two
sides of the same coin. Whereas process calculi can be used for controlling
invocations, guarded commands bear similarities to the event handlers in
the event-based programming paradigm. The demonic non-deterministic
choice typically used to invoke the guarded commands can be seen as a
general placeholder for more elaborate control mechanisms. However, it
is not the same as random choice, and it is important to be clear about
this distinction. Whereas random choice would imply a specific distribu-
tion over time, demonic non-deterministic choice does not. Consequently,
demonic non-deterministic choice is more general, and it is intuitively very
close to the concept of spontaneous choices made by one or several agents
(actors/entities) that act on their own behalf. This is similar to user in-
teraction in e.g. graphical user interfaces, which are often designed in an
event-based fashion. This constitutes a connection between guarded com-
mand based languages and event-based programming, and it also explains
why ubiquitous social networking scenarios as discussed in Paper I can be
conveniently modelled in a guarded command based language. The trust
aspects that originally stem from the separate co-ordination language are
easily merged with the guards of the guarded commands and fit well into
the event-driven approach.

4.2 Run-time Scheduling

A key aspect of the scenarios discussed above is their event-driven nature,
which facilitates both modelling in a guarded command based language
as well as the scheduling. However, in other cases, there are no inherent
agents that invoke the guarded commands and implement the demonic non-
deterministic choice. For example, in compute-intensive scenarios such as
those described in Papers II, III and IV, there is no explicit agent that in-
teracts with the system. It may also not be obvious why such scenarios are
modelled in a guarded command based language in the first place. How-
ever, in addition to their formal semantics and refinement support, the
parallel interpretation of these languages constitutes a particular advant-
age when modelling systems intended for concurrent execution. The three
papers dealing with the approach also specifically focus on parallel systems.
Furthermore, they explicitly focus on terminating programs, which is in con-
trast to the scheduling scenario of Paper I. Again, this is a consequence of
the nature of the scenarios modelled (compute-intensive result oriented vs
ubiquitous user-centric).

4.2.1 Scheduling Framework

A crucial question is how to implement the non-deterministic demonic choice
when there are no external agents available. The solution taken here is to use
Figure 4.1: Central scheduler and slave tasks in the run-time scheduling scenario.

a dedicated piece of code, running as a task (process) of its own and scheduling guarded commands at run-time. When a guarded command is chosen, it will be executed in one of several slave tasks. The scenario is illustrated in Figure 4.1. Ideally, the physical platform should contain one computational unit, such as a processor or a processor core, for each slave process as well as one for the scheduler itself. The scheduler then takes advantage of the parallel interpretation of guarded command based languages, so that it may schedule independent guarded commands concurrently. Papers III and IV also specify low-level aspects such as the use of MPI as the inter-task communication framework, how the variables are passed between the scheduling task and the slave ones, as well as how guarded commands are to be translated to programming language functions/methods. Taking a stand on such low-level details was important especially in Paper IV in which the scheduling efficiency of a model for integer factorisation was benchmarked. However, in general, other communication frameworks could also be used. Furthermore, it would be possible to implement a more light-weight version of the scheduling approach where a shared memory platform is assumed, whereby passing on variable values would be rendered unnecessary. However, this would obviously eliminate the possibility of executing the model on a cluster.

4.2.2 Related Techniques

Note that the run-time scheduling approach bears some similarities to the concept of animation as in the ProB [52], AnimB [57] and BRAMA [69] plug-ins for the Rodin platform. However, while both run-time scheduling
and animation provide for a means of “running” the model by execution of enabled events, animation is not necessarily automatic but can also be manually controlled. Perhaps more importantly, the purpose of the run-time scheduling approach is very different from that of animation. Animation is typically performed in the development platform in order to test how the model behaves in practice. It can therefore be seen as a complement to consistency and refinement proofs as well as model checking. Run-time scheduling, on the other hand, is intended as a means of deploying the end product, i.e. it is not a part of the development process. Furthermore, animation typically does not support parallel execution.

It is also worth comparing our approach to the one used by Méry and Singh [55]. They have developed a tool, EB2ALL, for translating Event-B models to the programming languages C, C++, C# and Java. Scheduling of the resulting code takes place essentially by using a loop construct to invoke the (translated) guarded commands of the model. However, their primary focus seems to lie on the code generation part, and, to our knowledge, they do not provide support for concurrent execution. However, their code generator, in itself, is of interest. It can be seen as a more advanced version of an early Event-B code generator by Wright [74], which supports the most basic constructs. Wright’s work inspired the translator [32, 41] that was (partially) used in Paper IV, and EB2ALL could possibly constitute an even more advanced means of generating code for scheduling using our run-time scheduling approach.

4.3 Development-time Scheduling

In the above run-time scheduling approach, the demonic non-deterministic choice is implemented by introducing a dedicated scheduler, the role of which is to invoke the guarded commands. However, the introduction of a scheduling agent may seem like an artificial attempt to enforce an event-based approach for a scenario that is not inherently event-driven.

4.3.1 Towards Task-specific Schedules

An alternative way forward would be to focus on moving away from the event-focused nature of the guarded command based languages. Such an approach would eliminate the need for a separate scheduler, and the code would instead contain more elaborate control structures such as those typically associated with imperative programming languages. An important aspect of such a transition is to preserve the properties of the original specification. This can be achieved by introducing the constructs as one or several refinement steps. However, it may be inconvenient to introduce the control constructs on an ad-hoc basis directly on the set transformer level.
This is where schedules expressed in a separate scheduling language enter the picture. Furthermore, to constitute a viable alternative to the previously discussed run-time scheduling approach, parallel execution must be supported. This can be achieved by the developer giving a separate schedule for each task in the system. Prior to schedule introduction, the model has to be decomposed into sub-models, one for each task to be scheduled. Shared-variable decomposition can be performed both in the Action Systems formalism [10] and in Event-B [5]. Here, we have focused on the latter. A conceptual illustration of the development-time scheduling approach is given in Figure 4.2, showing a special case in which schedules are introduced in a single refinement step.

4.3.2 Comparison to Other Work

In the approach of Paper V, the schedules are given in a special purpose scheduling language, and this language is given a semantics through the means of a function mapping it to the corresponding set transformers. It then needs to be proven that the resulting set transformers constitute a refinement of the unscheduled model. As previously mentioned in the paper overview, patterns can be used to assist the developer. They can be seen as general proofs of commonly occurring scheduling scenarios, and the paper provides a few examples of such patterns. The approach of Paper V is an extension of an approach by Boström [20], in which a similar technique was used to schedule Event-B models sequentially. It also bears similarities to the scheduling frameworks of Hallerstede [43] and Iliasov [48]. The major improvement compared to Boström’s sequential framework is the support for multiple tasks. Since the tasks communicate with each other using shared variables, they cannot be refined completely in isolation. This restriction also applies to scheduling, since schedule introduction involves refinement. The key here is to strike a balance by taking interference from other tasks into account in the form of external variables and external events (external
guarded commands) [5], yet to allow for relatively independent refinement. The refinement approach of individual tasks of a parallel program is similar to what has been proposed by Hoang and Abrial [44]. However, explicit schedules constitute a complicating factor as compared to their work, where they use the standard demonic non-deterministic scheduling. A more comprehensive comparison to related work is given in Section 7 of Paper V.

4.4 Comparative Discussion

From the above discussion, we can see that the three scheduling approaches are quite different from each other, even though they all have the same goal, i.e. to schedule software developed using a guarded command based language. To emphasise their differences, we find it motivated to classify them as scheduling paradigms. As for terminology, it is also worth noting that the names “event-driven scheduling”, “run-time scheduling” and “development-time scheduling” must be understood as the specific scheduling paradigms that we have analysed here. For example, “run-time scheduling” can generally be applied to any scheduling that is performed on-the-fly, whether it is sequential or parallel, and whether there is a separate scheduler or not, whereas “run-time scheduling” in this thesis has a very specific meaning.

4.4.1 Applicability

It is evident that the different scheduling paradigms are not equally well applicable in all possible cases. In fact, their respective suitability depends on the nature of the scenario. This gap is evident especially when comparing the event-driven scheduling to the two other paradigms, where practical applicability boils down to whether the scenario is inherently event-driven or not.

The choice between run-time and development-time scheduling is, in contrast, less obvious. Both paradigms constitute possible candidates for parallel models without inherent invoking agents. An important difference is that for run-time scheduling, a separate task is needed for the scheduler, in addition to those used by the model itself. For performance reasons, an extra hardware computational unit should preferably be reserved for this task. Furthermore, since scheduling is performed automatically and on-the-fly, the developer is not able to explicitly optimise scheduling, apart from simply limiting what guarded commands can be executed in what tasks. However, the developer can (and should) implicitly improve parallel schedulability by making sure that events have as few variables as possible in common.

In the development-time scheduling approach, no dedicated scheduling task is needed, and the developer has the possibility to write optimised
schedules for each task. At first sight, it may seem as if there are only advantages as compared to run-time scheduling. However, designing appropriate schedules increases the burden on the developer, who has to foresee what events will be enabled at what point during execution. The schedules must also be proven correct, requiring additional effort from the developer. These problems do not exist in the run-time scheduling paradigm, since it is easy to check enabledness of the guarded commands at run-time. Another limitation of the development-time scheduling is that a shared memory platform is assumed, which is not the case for the run-time paradigm, if it is implemented, as proposed, using MPI. On the other hand, if the intended target platform indeed has shared memory, the run-time scheduling paradigm could be adapted to use e.g. POSIX threads instead of MPI, which could give a performance speed-up, at least in theory.

There is obviously not a clear-cut answer to which of these two paradigms is “better”, but the above considerations should rather be evaluated in each individual case. An interesting prospect would be to use both paradigms for the same project. For example, run-time scheduling could be used for prototype development, whereas time would be invested in developing and proving explicit schedules for the final product.

4.4.2 Chronological Comparison

We also note that the three scheduling paradigms can be ordered chronologically with respect to how much they adhere to an event-driven approach. An illustration is given in Figure 4.3. The event-driven paradigm, obviously, presents the most event-driven characteristics of the three. Next, we have run-time scheduling, which is event-driven with an artificial invoking agent. The least event-driven paradigm is development-time scheduling, where explicit schedules replace the scheduling agent. However, while providing a means of classification, the chronological order does not necessarily correlate with the applicability of the paradigms.

4.5 Success, Completeness and Limitations

In Section 2.5, we gave a problem statement for the thesis and discussed questions to be answered. The core challenge was how to handle the theoretical nature of demonic non-deterministic choice for practical scheduling purposes, which is a question of particular interest in parallel scenarios. Our approach to tackling the problem has been to identify three distinct scheduling paradigms and to explore their respective merits and applicability. These methods have been thoroughly discussed and we have demonstrated how they can be applied.
We have also compared the scheduling paradigms to each other and briefly discussed which one to choose for what kind of scenarios. However, an interesting question is how well the paradigms, when taken as a whole, cover the whole array of conceivable scheduling needs. A complicating factor is that the scheduling paradigms have been chosen on the basis of practical considerations rather than strict mathematical-logical reasoning, making it more difficult to draw conclusions on their “completeness” on the whole. Despite this, some interesting facts can be noted. For example, from a strictly computational point of view, any model that can be translated can also be executed according to the run-time scheduling paradigm. Constructs that are not currently supported by code generation cannot be used, though, and the resulting code may be very inefficient if the method is applied on models that are less than ideal for automatic scheduling. In such cases, remodelling (e.g. optimising for parallelism and repeated execution of events) or switching to development-time scheduling may be appropriate. Furthermore, applying the computationally oriented run-time scheduling paradigm to event-driven scenarios does not make much sense in practice, since the guarded commands would not be associated with external events, missing what constitutes the purpose of such models in the first place. Despite the fact that many, or most, models can be scheduled using one of the three paradigms, there may be models for which none of them is ideal. A problematic scenario would be a compute-intensive model that is difficult to optimise or parallelise for automatic run-time scheduling, and for which the proof obligations involved in development-time scheduling are hard to prove. However, sometimes such difficulties may also be due to inappropriate modelling or algorithms rather than limitations of the scheduling paradigms.

On the whole, we believe that while challenges and limitations remain, our research has been successful in providing additional insight into the problem of implementing and scheduling models based on guarded commands. Our work indicates that the proposed solutions may be viable and have the potential as a foundation for further research and practical deployment.
Chapter 5

Conclusions

In this thesis, we have studied practical scheduling aspects of languages with their roots in Dijkstra’s Guarded Command Language. While we have focused primarily on the Action Systems formalism and Event-B, we believe that both the challenges and solutions could be extended to other languages based on guarded commands. This class of languages provides a powerful means of reasoning about models, largely thanks to the weakest precondition predicate transformer semantics and the Refinement Calculus. The behavioural semantics of models in these languages relies on demonic non-deterministic choice between enabled guarded commands, i.e. those guarded commands whose guards evaluated to true. This theoretical scheduling principle also has an impact on how models are to be expressed, and it may or may not be convenient for representing a given scenario. An equally interesting aspect is how the non-deterministic scheduling works out when an abstract model is implemented and executed on physical computers. Since guarded command based languages are particularly suitable for concurrent scenarios, we have focused on scheduling of parallel and ubiquitous systems.

We first studied a ubiquitous scenario in which scheduling took place solely based on external agents triggering the guards. Additional scheduling criteria, reflecting social trust between agents, were modelled in a separate co-ordination language. These policies were then imposed onto the main model as part of the guards. This approach turned out to be successful, but it cannot be used in more general cases. The ubiquitous scenario we studied was inherently event-driven, in which case the agents conveniently played the role of the non-deterministic demon.

In the general case, there are no inherent agents that invoke the guarded commands. One approach to addressing this problem is to introduce a dedicated scheduler. We focused on parallel, compute-intensive scenarios and suggest a scheduling task, or process, that invokes guarded commands in computational slave tasks. It is the responsibility of the scheduler not to
delegate conflicting guarded commands for concurrent execution. Furthermore, the scheduler keeps track of the global state space of the model, and variables are communicated between the scheduler and the slave nodes as needed. In order to avoid excessive communication overhead, we proposed an optimisation, according to which the slaves under certain circumstances may repeat guarded command execution without the involvement of the scheduler. To evaluate practical applicability of the approach, we performed an empirical performance study on a multicore/multiprocessor computer using the MPI message passing library for inter-task communication. We found that the approach performed and scaled well in our test case model. However, certain granularity parameters has to be appropriately set in order to achieve the good results.

Finally, we considered a scheduling paradigm in which schedules for the tasks are manually designed at development-time. This is in contrast to the automatic run-time scheduling discussed above. Here, we also assumed that the variables are stored in a shared memory. The schedules are expressed in a dedicated scheduling language, and they are introduced as refinement steps onto sub-models, which result from shared-variable decomposition of the initial model. To assist the developer, we proposed a pattern-based approach to showing that the scheduled task is, indeed, a refinement of the original sub-model. A complicating factor is interference from other tasks. This aspect is taken into account in the correctness proofs, and it manifests as external guarded commands when operating at a low level. However, efforts were made to abstract it away from the developer, and it is not visible on the scheduling language level.

In conclusion, we have considered three different paradigms for scheduling models expressed in guarded command based languages. We have compared these approaches to each other as well as to related methods in the literature. The methods are quite different from each other, and they have their respective advantages and drawbacks. Furthermore, they are not equally suitable for all cases, but what can be considered the most appropriate scheduling paradigm depends on the scenario in question. We believe that practical scheduling considerations are important for the wider adoption of guarded command based languages, and it is our hope that the contributions of this thesis will constitute one further step in that direction.
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1 Introduction

Event-B [2] is a formal modelling language based on set transformers and the stepwise refinement approach. While designed for full-system modelling, it can also be used for correct-by-construction software development. Event-B also has a parallel interpretation, which allows for the modelling of concurrent systems. Tool support for Event-B has been achieved through the open-source Rodin platform [3, 4, 27], to which further functionality can be added in the form of plug-ins.

Code generation from Event-B can be achieved in a number of different ways. A straightforward approach that preserves the event nature has been proposed in [12, 18], for which a preliminary plug-in has been developed. In this approach, the model is translated into a C++ class, where events are directly translated into methods. The methods are invoked using a separate scheduler, which in turn deploys the MPI (Message Passing Interface) [24] library to achieve parallel execution on a multi-core/multi-processor system, or even on a cluster. This solution has the advantage that code execution very closely reflects the operating mechanisms of the Event-B model. An additional benefit is that it also does not require the developer to take a stand on specific schedules and prove that they are compatible with the original model.

However, this approach has a potentially serious drawback in the amount of overhead introduced by the scheduler and the MPI communication. Due to the practical nature of communication overhead, we recognise that it is difficult to evaluate the impact from a strictly mathematical-logical perspective. The purpose of this paper is, instead, to evaluate the viability of the scheduling approach by performing an empirical study. Since preliminary tests indicate that the overhead is unacceptably large, we propose a means of repeating execution of events without the involvement of the scheduler. The repetitive approach is implemented as part of the scheduling platform, and we let a factorisation model serve as a testbed for benchmarking. This technical report constitutes an extended version of a previously published conference paper [11]. We here provide additional background information as well as a more detailed description of our research than in the original article.

The rest of the paper is structured as follows. We first discuss related work in Section 2. In Section 3, we present background information on the Event-B formalism to the extent needed for understanding this paper. We also discuss how the models can be translated into a programming language (C++). Section 4 is dedicated to concurrent scheduling of models. We also deal with communication overhead and propose a repeating approach to improve efficiency. In Section 5, we present the factorisation model that serves as the testbed for our study, whereas we in Section 6 discuss how the actual benchmarking takes place. We give a number of test configurations that we have used for the test runs, after which we present the resulting execution times as well as an interpretation thereof. Finally, we sum up the paper and draw conclusions in Section 7.
2 Related Work

Unlike the classical B method [1], which focuses on a correct-by-construction approach, Event-B [2] was designed with system-level modelling in mind, but it can also be used for pure software development. The formalism has its roots in B Action Systems [30], based on the Action Systems formalism [6], which has been used e.g. for the derivation of parallel algorithms [28]. As a result, Event-B is also suitable for modelling of parallel software. The use of Event-B is facilitated by the Rodin platform [3, 4, 27], which provides tool support for the formalism. Rodin is based on the Eclipse framework [14], and custom plug-ins can also be used in the platform to provide additional functionality.

The Event-B scheduling approach we evaluate in the paper is based on [12, 18], which in turn has its roots in [13]. It is superficially related to the concept of animation as in the ProB [22], AnimB [25] and Brama [29] plug-ins for the Rodin platform. However, animation can be seen as a supplementary methodology during the modelling and development stage, while we (as in [12, 13, 18]) use automated scheduling as a means of executing the final code generated from the model. Furthermore, parallelism is typically not supported in animation, since the primary goal of animation is to analyse models instead of achieving efficient execution.

Another approach to scheduling of Event-B models has been taken in papers [21], [19] and [8]. The basic idea is to provide the models with explicit (sequential) control flow information expressed in dedicated scheduling languages. The developer then has to prove that the desired control flow is correct with respect to the typical Event-B behavioural semantics discussed in Section 3. This kind of scheduling can also be extended to handle parallelism [9]. However, an important difference as compared to the method we study is that scheduling decisions are taken and proven correct by the developer at the modelling stage. The approach we explore can instead be regarded as on-the-fly scheduling, where the scheduler takes scheduling decisions during run-time based on the current state. This eliminates the need for explicit schedule design and associated proofs, but may, on the other hand, induce a performance penalty.

A means of scheduling is also proposed in [23] for use with code obtained by the Event-B to C/C++/C#/Java code generator EB2ALL, which the authors present in the paper. However, to our knowledge, it supports only sequential execution, and therefore operates in a setting different from the one we consider here. An approach that does support parallelism is given in [15], where Event-B models are translated into Java for concurrent execution. The schedules are expressed by the model developer in a dedicated language called OCB (Object-oriented Concurrent B). In that sense, it bears similarities to the developer-scheduled approaches discussed above, in contrast to an on-the-fly approach. The method has also more recently been adapted [16] for use with the Ada language.
3 Event-B and Code Generation

3.1 The Event-B Formalism

Models in Event-B consist of static and dynamic parts, denoted contexts and machines, respectively. Contexts may contain e.g. constants, carrier sets and axioms, and can be used by one or several machines. Machines, in turn, contain elements such as variables, events and invariants. The variables \( v \) form the state space of the model, whereas events model atomic state updates. There is also a special initialisation event that gives initial values to the variables. The invariant \( I(v) \) is used to assign types to the variables, as well as to restrict the valid state space. Consequently, the initialisation event must establish the invariant, whereas the rest of the events must preserve it.

Each event, except for the initialisation, contains a guard \( G(v) \) and an action \( v : | A(v, v') \) \). The guard contains a condition that must hold in order for the event to be allowed to take place, whereby the event is said to be enabled. The action describes how the state space is to be updated once the event is enabled and triggered. An event can be expressed in the following general form [20]:

\[
E \triangleq \text{when } G(v) \text{ then } v : | A(v, v') \text{ end}
\]

Here, \( v \) and \( v' \) represent the variables before and after the event has taken place, respectively. The operator \( : | \) represents non-deterministic assignment, whereby \( v : | A(v, v') \) intuitively means that the variables \( v \) are updated in such a way that the before-after predicate \( A(v, v') \) holds. A special case of the non-deterministic assignment operator is the deterministic assignment, \( := \), which closely resembles the assignment operator in standard programming languages. Note that the initialisation event is an exception, containing only an action but no guard. It also does not depend on a previous state.

Refinement [5, 7, 31] is a key concept in Event-B, enabling models to be developed in a stepwise manner. The idea is to achieve a chain of models, beginning from an abstract one and gradually turning it into more concrete ones. For each step, it must be shown that the new model is correct with respect to the previous one. We omit a detailed description of refinement in this paper, since we only focus on the last refinement step, which is the one to be converted to program code.

Event-B does not mandate any specific behavioural semantics. Instead, it defines a number of proof obligations, and any semantics compatible with them can be used. Typically, the same behavioural semantics as in the Action Systems formalism is deployed, and that one has also been used in this paper. First, the initialisation event is executed, after which the rest of the execution can be thought of as the events of the machine residing inside a loop. In each iteration, any enabled event is non-deterministically chosen for execution, and the loop only terminates.
when no event is enabled any longer. This can be interpreted as a deadlock situation in control systems, but for the input-output focused models we are interested in, it corresponds to termination.

### 3.2 Code Generation

Event-B does not specify how to generate executable code from models, and the Rodin tool in its basic form cannot translate models into a programming language without the use of extensions. However, a number of different approaches have been proposed. In [32], a code generator plug-in was developed. It was mainly intended for use as part of a virtual machine project, and supported translation of the most important Event-B constructs. This approach was taken a step further towards a more general-purpose tool, albeit an experimental one, in [12, 18]. The model first has to be refined according to the Event-B refinement rules (e.g. using the Rodin tool) until the events only contain concrete constructs that have direct equivalents in C++. The guard of the event is translated into a method returning a boolean value reflecting enabledness, whereas the action results in a separate method containing the C++ equivalent of its assignments. The idea was that the resulting methods could be invoked by an accompanying scheduler.

The testbed model (see Section 5) we benchmark in this paper (Section 6) is based upon a model originally used in [12, 18], and the translated code thereof. The model has, however, been amended in ways that could not be handled by the translation plug-in, and the code used for in this paper has, to a certain degree, been translated manually. Even though we here rely on manually generated code for evaluation of the scheduling approach, the process is time-consuming and error-prone. Due to the latter, in particular, manual translation may negate the correctness benefits of formal methods and does not constitute a realistic option for use in industrial projects. A possible path forward would be further development of the code generator of [12, 18]. An alternative approach would be to use the translation tool EB2ALL, even though adaptations would have to be made for the resulting code to be in a form compatible with the desired scheduling as discussed in the next section.

### 4 Scheduling

#### 4.1 Scheduling Platform

When an Event-B model has been translated into C++ code, a means of scheduling the resulting code is required. Since we in this paper are interested in evaluating the viability of run-time scheduling, we need a scheduling platform that can invoke the methods that have been translated from the events. A prototype version of such a scheduler, called ELSA, was developed in [13] for running code
generated from the Atelier B tool [10] when used for developing B Action Sys-
tems. The goal was to be able to execute the code of compute-intensive models
in parallel on a multi-processor computer or a cluster using the MPI framework.
In [12, 18], ELSA was adapted for use with code translated from Event-B mod-
els using a plug-in developed as part of the same research. We use this Event-B
compatible version of ELSA for the evaluations performed in this paper, but we
have improved it further in a number of ways, e.g. to handle 64-bit integers and to
support repetition of events as presented in Section 4.2.

The scheduler code, which is written in C++, technically runs as part of both
the scheduling process and a number of slave processes. The code takes a separate
execution path on the scheduling process than on the event-executing slave pro-
cesses, reflecting the different roles they play. The processes are mapped to phys-
cical processors or cores by the MPI framework, which the scheduling software
uses for all inter-process communication. Communication takes place according
to a star topology with scheduling process is in the centre, delegating event exe-
cution to the slaves. The scheduling process keeps track of the state space of the
model, and when delegating an event for execution, it submits the current values
of the variables involved to the slave. When the slave has executed the event, it
returns the updated values of the variables to the scheduling process. To avoid
conflicts, events that have variables in common must not be scheduled in parallel.
It is also the responsibility of the scheduler to verify that events are enabled prior
to delegating them. Enabledness is easy to check, since the guards are translated
as boolean functions separate from the event actions. Though much simplified,
the workings of the scheduling process can be explained as checking events for
enabledness and delegating them for execution to slaves that are currently not pro-
cessing any other events. This takes place until no events are enabled, whereby
the scheduler terminates execution. A more detailed description of the scheduling
algorithm can be found in [12, 18].

4.2 Repeated Execution of Events

The scheduler in its basic form, as described above, has a practical problem that
needs to be tackled. After initial testing, it became evident that the overhead
involved outweighs the benefits that parallelism can provide, resulting in poor
execution times. The heart of the problem is not only the overhead in itself, but it
becomes particularly problematic when combined with the fine-grained nature of
Event-B events (or the corresponding C++ code). Events cannot contain structures
such as sequential composition or loops, and complex behaviour instead has to be
modelled in an alternative way, such as by repeated execution of events.

The scheduling approach above would imply that if an event is executed sev-
eral times in a row, the scheduling processes would be involved in every invo-
cation, resulting in excessive overhead. For this reason, we have amended the
scheduling platform so that the slave processes may execute an event several times
on their own. Before the scheduling process first delegates an event, it verifies the enabledness and passes on the values of the variables to the slave process as previously described. However, after execution, the slave checks whether the event is still enabled. If that is the case, it may run it again without any involvement of the scheduling process. This procedure may take place several times, until the event has been executed at most \textit{REPEAT} times (including the initial execution delegated by the scheduling process), after which the updated variable values are reported to the central scheduler. The constant \textit{REPEAT} can be seen as a parameter of the scheduling platform, and it applies to all slave processes and, in principle, to all events. However, since events may disable themselves even after only one or a few consecutive executions, \textit{REPEAT} is to be seen as an upper limit. Also note that an event does not automatically become disabled after being executed \textit{REPEAT} times, but to continue running it, it must once again be chosen for execution by the scheduling process. In fact, the repetition mechanism has no impact on the enabling/disabling of events, and it operates within the limits of the behavioural semantics as described in Section 3.1.

5 Testbed Model

A suitable testbed model for our study should be compute-intensive, easily parallelisable, convenient to express, and, for generality, as representative as possible of how other high performance computation models would be expressed in Event-B. The generality of the model is particularly important, since our goal is to draw as universal conclusions as possible on the viability of the scheduling approach. We find that an integer factorisation example given in [12, 18] for the most part fulfils these requirements. However, since we have made improvements to the scheduling approach as compared to [12, 18], especially by introducing repetition of events, we have also revised the model accordingly.

The goal of the model is to find a factor of a given integer \( n \), such that it is greater than or equal to 2 and less than \( n \). However, if \( n \) is a prime number, the result reported will be \( n \) itself. The approach we take is based on trial division. While there are much more sophisticated factorisation algorithms available, they are not as straightforward, resulting in models much more difficult to follow and evaluate. We are also not primarily interested in evaluating the efficiency of the algorithm \textit{per se}, but rather that of the scheduling method.

At the core of the model are the factorisation events \textit{process1}, \textit{process2}, etc., up till the number of computational slave processes. This typically corresponds to the number of hardware computational nodes (processors or cores) to be used for slave computations. The Event-B notation of the factorisation events, in a model designed for two computational processes, is given in Figure 1. Note that we use separate events instead of parametrisation, since we want the factorisation events to be separate from each other. It was also of utmost importance that the model be
expressed in such a way that the factorisation events have no variables in common, since the scheduler would otherwise be unable to run them in parallel. They may, nevertheless, refer to the same constants.

There are variables $i_1$, $i_2$, etc., associated with the respective factorisation events. Variable $i_1$ is initialised to the value 2 (i.e. 1+1), $i_2$ to the value 3 (i.e. 2+1), etc., and each time a factorisation event $m$ is executed, it checks whether the constant $n$ is divisible by the current value of its associated variable $i_m$. If that is the case, a factor has been found. To distribute the work evenly among the processes, $i_m$ is after each trial division incremented by a constant $STEP$, containing the number of factorisation events in the model. In addition to the variable $i_m$, each factorisation event $m$ is also associated with a counter $continue_m$. Initially set according to a constant $CONTINUES$, it is decreased by 1 after every trial division. By checking that $continue_m > 0$ as part of the guard, the number of consecutive executions of each factorisation event is limited to $CONTINUES$.

Since the factorisation events must not have any variables in common, they cannot directly check whether another event has found a factor. This is where a synchronisation event $newround$ comes into play. After the factorisation events have been executed for a maximum of $CONTINUES$ times, they disable themselves, and can only be re-enabled by $newround$, provided that none of them has already found a factor. The listing for $newround$ is given to the left in Figure 2. Note that $newround$ is disabled if the value of all variables $i_m$ is greater than $n/2$. Each of the $m$ factorisation events also disables itself if the corresponding $i_m$ exceeds $n/2$. This is because a factor (less than $n$ itself) cannot exist beyond this threshold. It would actually be enough to check numbers up till $\sqrt{n}$, but since Event-B does not support square root, we use $n/2$ as the limit.

In the case that no factorisation event finds a factor, and all $i_m$ exceed $n/2$, event $found0$ becomes enabled. This event is shown to the right in Figure 2, and it simply sets a variable $result$, storing the final result, to $n$. There are also events $found1$, $found2$, etc., related to the factorisation events $process1$, $process2$, etc., respectively. These events, as shown in Figure 3, set the $result$ variable to the
\[ \text{newround} \triangleq \]
\[
\text{when result}_1 \neq 0 \land \text{result}_2 \neq 0 \\
\neg (i_1 > n/2 \land i_2 > n/2) \\
\text{continue}_1 < \text{CONTINUES} \\
\lor \text{continue}_2 < \text{CONTINUES} \\
\text{then} \\
\text{continue}_1 := \text{CONTINUES} \\
\text{continue}_2 := \text{CONTINUES} \\
\text{end}
\]

\[ \text{found0} \triangleq \]
\[
\text{when} \\
\text{result}_1 \neq 0 \\
\text{result}_2 \neq 0 \\
\text{result} = -1 \\
i_1 > n/2 \\
i_2 > n/2 \\
\text{then} \\
\text{result} := n \\
\text{end}
\]

Figure 2: Events for re-enabling the factorisation events (left) and for finalising when it becomes clear that the number is prime (right).

\[ \text{found1} \triangleq \]
\[
\text{when} \\
\text{result}_1 = 0 \land \text{result} = -1 \\
\text{then} \\
\text{result} := i_1 - \text{STEP} \\
\text{end}
\]

\[ \text{found2} \triangleq \]
\[
\text{when} \\
\text{result}_2 = 0 \land \text{result} = -1 \\
\text{then} \\
\text{result} := i_2 - \text{STEP} \\
\text{end}
\]

Figure 3: Events for finalising when process 1 (left) or process 2 (right) has found a factor.

value found by their associated factorisation events. Note that even though the final result has been found once \text{found0} or any of the \text{found1}, \text{found2}, etc. events has been executed, there is a possibility that one or several of the factorisation events may still be executed several times afterwards. This undesired behaviour is a side effect of the independence of events, and it is aggravated by setting the \text{CONTINUES} constant to a large value. The choice of value for \text{CONTINUES} is, however, a trade-off, since setting it to a value that is too small results in excessive synchronisation by the \text{newround} event.

In Figure 4, we give a sequential C++ function designed to perform factorisation similarly to the model presented above. A program based on the function is used as comparison in Section 6 when evaluating the efficiency of the parallel model. Though designed to resemble as closely as possible a sequential version of the algorithm above, there are a number of differences. For example, since the program is sequential, it obviously contains no synchronisation or other process-related mechanisms, resulting in much simpler code. The sequential version also always finds the lowest factor greater than or equal to 2, whereas the Event-B model may find a greater factor depending on the relative progress of the processes.
long long factor(long long n) {
    long long i = 1;
    long long res = -1;
    while(i < n/2 && res != 0) {
        i++;
        res = n % i;
    }
    if(res == 0) return i; else return n;
}

Figure 4: The C++ function for sequential factorisation used as comparison.

6 Benchmarking

6.1 Approach

Performance of the scheduling approach discussed in previous sections has been evaluated by scheduling the testbed model on a multi-core/multi-processor system using different parameters. The scheduler was compiled together with the C++ translation of the model using the GNU Compiler Collection (GCC) [17] with the maximum (O3) level of optimisation. Since some parameters were part of the model and could not be changed afterwards, we technically compiled different models with minor changes from each other. To facilitate scripting for benchmarking purposes, we also slightly modified the scheduler as well as the model code to support additional parametrisation. We do not expect these changes to have disrupted test results by having any relevant impact on performance.

The system used for the test runs consists of two Xeon E5430 (2.66 GHz) processors, each of which has four computational cores, running a GNU/Linux operating system and the MPICH2 [26] implementation of MPI. While the numerical results will be dependent upon factors such as the clock frequency of the processors, instruction set architecture, performance of the system memory, etc., we believe that the interpretation of the results is representative of modern computer systems with similar topology (e.g. the same number of processor cores). This is because we are mainly interested in the overall feasibility of the scheduling framework and the impact of different parameter values. Since all our test runs, including the comparison with a sequential program, have been done on the same system, the results are mutually comparable to each other.

6.2 Parameters and Results

From the perspective of the scheduling platform, there are especially two parameters of interest: the number of slave processes and the value of \textit{REPEAT} used in
the scheduler. Important parameters related to the model are \( n \), i.e. the number to factorise, and the value of the constant \( CONTINUES \). Even though we will not mention it explicitly from now on, the number of slave processes also has implications on the model in that the number of factorisation events has to match, and the value of \( STEP \) must be set accordingly. Furthermore, we decided to keep the values of \( REPEAT \) and \( CONTINUES \) bound to each other, even though it would not absolutely have to be that way. We motivate our decision as follows. The value of \( REPEAT \), being a property of the scheduler, may have an impact on the performance of execution, but it does not change the logics of the model. In contrast, \( CONTINUES \) is part of the model, which is nevertheless constructed to produce a correct result for different values of \( CONTINUES \). A value of \( REPEAT \) less than \( CONTINUES \) would imply that there may be unnecessary involvement of the scheduler even in cases where the slave processes could have been repeatedly executed events on their own. Since the model is not aware of the impact of the repetition mechanism of the scheduler, though interrupted, it would not even have a chance of synchronising by executing the newround event. A \( REPEAT \) value greater than \( CONTINUES \) is also not motivated, since repeated execution of the factorisation events would be limited by \( CONTINUES \) anyway.

For each set of parameters, we performed eight timed test runs. The initial one was disregarded, since it may not be comparable should subsequent executions have any caching benefits. The timings of the subsequent seven executions (numbered 1-7) were recorded, and the mean value was computed. The time unit used was seconds and fractions thereof. Our first set of runs was performed with the parameter \( n = 2,147,483,647 \) with three slave processes. An additional process was used for the scheduler, so technically, the execution involved four processes. Note that we chose \( n \) to be a prime number in order to achieve benchmarking times long enough to draw conclusions. We ran several subsequent test sets, with the values of \( c = REPEAT = CONTINUES \) being \( 10^2 \), \( 10^3 \), ..., \( 10^9 \), respectively. The results are shown in Table 1.

As can be seen in Table 1, with the \( c \) value set to 100 (i.e. \( 10^2 \)), the execution

<table>
<thead>
<tr>
<th>Par. ( c = 10^2 )</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
<th>Run 5</th>
<th>Run 6</th>
<th>Run 7</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Par. ( c = 10^3 )</td>
<td>91.42</td>
<td>85.52</td>
<td>90.45</td>
<td>92.00</td>
<td>85.37</td>
<td>91.34</td>
<td>87.43</td>
<td>89.08</td>
</tr>
<tr>
<td>Par. ( c = 10^5 )</td>
<td>10.23</td>
<td>10.28</td>
<td>9.92</td>
<td>10.17</td>
<td>9.57</td>
<td>10.18</td>
<td>10.26</td>
<td>10.09</td>
</tr>
<tr>
<td>Par. ( c = 10^6 )</td>
<td>9.29</td>
<td>8.90</td>
<td>9.31</td>
<td>9.55</td>
<td>9.38</td>
<td>8.68</td>
<td>9.60</td>
<td>9.24</td>
</tr>
<tr>
<td>Par. ( c = 10^7 )</td>
<td>9.19</td>
<td>9.46</td>
<td>8.13</td>
<td>9.13</td>
<td>8.82</td>
<td>9.19</td>
<td>9.24</td>
<td>9.02</td>
</tr>
<tr>
<td>Par. ( c = 10^8 )</td>
<td>9.31</td>
<td>8.47</td>
<td>9.44</td>
<td>9.15</td>
<td>9.18</td>
<td>9.32</td>
<td>9.33</td>
<td>9.17</td>
</tr>
</tbody>
</table>

Table 1: Test runs with 3+1 processes, \( n = 2,147,483,647 \).
times are several times higher than that of the sequential program with a mean value of 13.36 seconds for the sequential version versus 89.08 seconds for the parallel one. It can be explained by overhead that, in this case, is clearly not outweighed by the potential benefits of parallelism. This is apparently the case even though the slave processes may allow the factorisation events to be executed up to 100 times without involving the scheduling process. The overhead may in part be due to MPI communication, but also behaviour specific to the parallel model, such as the newround event, may have an impact. However, if $c$ is set to 1000, timings approach those of the sequential model, and with a $c$ value of 10000, the parallel model is faster at 10.09 seconds on average. Values of $c$ beyond $10^5$ do not seem to provide further gains, and execution times level out at about 9 to 9.5 seconds, which constitutes approximately 70% of the running time of the sequential version. However, we also realise that execution times of only a few seconds may not necessarily be representative of performance in general. For example, the time taken to initialise the scheduling platform may have an unduly large impact. Therefore, we performed a new set of test runs with the same parameters, except for setting the value of $n$ to 68,720,001,023, which is also a prime number. We present the results in Table 2.

The general pattern turned out to be the same as for the lower value of $n$. For a $c$ value of 100, execution times are poor in this case, as well, but from $c = 10000$ and beyond, we see performance gains. While they also level out for higher values of $c$, execution times are around 50%-60% as compared to the corresponding sequential program. This is better than in the previous case. However, we were also interested in testing how the framework scales when the number of processes increases. Therefore, we did yet another set of test runs. We kept the value of $n$ at 68,720,001,023, but increased the number of slave processes to six, in addition to the scheduling process, which is always present. The results are given in Table 3. Note that the sequential test runs used for comparison were not redone, since the value of $n$ remained unchanged.

<table>
<thead>
<tr>
<th>Run</th>
<th>Run 1</th>
<th>Run 2</th>
<th>Run 3</th>
<th>Run 4</th>
<th>Run 5</th>
<th>Run 6</th>
<th>Run 7</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sequential</td>
<td>498.63</td>
<td>427.11</td>
<td>549.03</td>
<td>448.51</td>
<td>555.63</td>
<td>567.38</td>
<td>516.91</td>
<td>509.03</td>
</tr>
<tr>
<td>Par. $c = 10^4$</td>
<td>2844.53</td>
<td>2883.50</td>
<td>2850.31</td>
<td>2802.62</td>
<td>2846.89</td>
<td>2840.90</td>
<td>2864.31</td>
<td>2847.58</td>
</tr>
<tr>
<td>Par. $c = 10^5$</td>
<td>544.07</td>
<td>555.74</td>
<td>542.31</td>
<td>560.58</td>
<td>557.56</td>
<td>552.23</td>
<td>550.53</td>
<td>551.86</td>
</tr>
<tr>
<td>Par. $c = 10^6$</td>
<td>320.24</td>
<td>320.19</td>
<td>319.80</td>
<td>320.67</td>
<td>320.69</td>
<td>317.67</td>
<td>318.21</td>
<td>319.64</td>
</tr>
<tr>
<td>Par. $c = 10^7$</td>
<td>292.76</td>
<td>293.95</td>
<td>293.61</td>
<td>294.09</td>
<td>292.09</td>
<td>292.34</td>
<td>292.14</td>
<td>289.42</td>
</tr>
<tr>
<td>Par. $c = 10^8$</td>
<td>288.50</td>
<td>290.00</td>
<td>290.34</td>
<td>288.24</td>
<td>290.16</td>
<td>288.50</td>
<td>289.50</td>
<td>289.48</td>
</tr>
<tr>
<td>Par. $c = 10^9$</td>
<td>289.03</td>
<td>287.51</td>
<td>289.40</td>
<td>288.18</td>
<td>287.32</td>
<td>286.79</td>
<td>287.81</td>
<td>288.01</td>
</tr>
<tr>
<td>Par. $c = 10^{10}$</td>
<td>288.06</td>
<td>288.29</td>
<td>287.24</td>
<td>288.24</td>
<td>287.97</td>
<td>287.34</td>
<td>287.68</td>
<td>287.97</td>
</tr>
</tbody>
</table>

Table 2: Test runs with 3+1 processes, $n = 68,720,001,023$. 

While we see the same pattern as before, execution times are considerably
shorter. The scenario where $c = 100$ is still highly inefficient, but it is nonetheless slightly faster than with three slave processes. We also note that for a $c$ value of 1000, performance is now better than for the sequential comparison, whereas it was a bit slower than sequential in the 3+1 set-up. At $c = 10^5$, where the levelling out seems to start, performance is greatly increased as compared to using three slave processes. For such values of $c$, execution times in the 6+1 process set-up are around half of those in the 3+1 setting, indicating a good scalability of the scheduling approach.

### 7 Conclusions

In this paper, we have performed an empirical study on the efficiency of MPI-based parallel scheduling of compute-intensive code translated from an Event-B model. The purpose was to evaluate whether an on-the-fly scheduling approach taken is feasible from a practical perspective. We used an integer factorisation model as a testbed for the study. The main pitfall we suspected in the basic form of the framework was that the overhead of the scheduler and the MPI library communication would defeat the potential speed gains of parallelism. This is because individual events in Event-B are typically very fine-grained.

In an attempt to mitigate excessive overhead, we introduced an optimisation in the form of repeated event execution without the involvement of the scheduler. A benefit of this solution is that it directly reduces the communication overhead. The repetitive behaviour introduced is compatible with the original behavioural semantics typically used in Event-B, and can therefore be considered correct from a theoretical point of view. To benefit from this strategy, the model should be designed so that computational events are enabled a large number of times in a row.

We performed a number of test runs on a multi-core/multi-processor system to evaluate the performance of the testbed factorisation model when using the optimisation. The tests involved different numbers of processor cores in use, and
different limits on how many times events can be executed consecutively without involving the scheduling process. The runs showed that given a large enough number of repetitions, the performance increased to a degree where the program clearly benefits from parallel execution, as compared to a corresponding sequential program. We also found that when increasing the cores in use from 3 slave processes + 1 scheduler, to a 6+1 configuration, performance increased considerably. This indicates a good scalability of the approach. In conclusion, the empirical study we have performed hints at a potential practical applicability of the run-time scheduling framework in question.
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