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Dual three-phase electric machines can bring significant benefits over conventional three-phase machines in many applications. Although increasing the phase number of the electric machine can deliver significant advantages, it also introduces problems with stator current harmonics. In dual three-phase machines, even a small voltage excitation of certain frequency components can produce significant corresponding stator current harmonics. Current harmonics cause adverse effects such as additional losses, which degrade the efficiency of the machine. Thus, the target is usually to eliminate the harmonics.

The established solution to eliminate current harmonics is to use some current harmonic compensation method. In the literature, a variety of methods have been suggested for the purpose. The objective of this doctoral dissertation is to show that in addition to the traditional methods, an inverse-based current harmonic controller can be effectively used to eliminate stator current harmonics in dual three-phase machines. Further, it is demonstrated that, compared with the traditional methods, the inverse-based structure of the proposed controller is very advantageous in the theoretical analysis. Another novel approach for harmonic compensation is obtained by recognizing that the current harmonics can be modelled as caused by a lumped disturbance signal. Hence, it is possible to use a disturbance-observer-based control to eliminate the current harmonics. The results show that the disturbance observer provides a high-performance alternative to the conventional harmonic compensation solutions.

The well-known current harmonic compensation methods reported in the literature and the new approaches developed in this doctoral dissertation are extensively compared in terms of stability and performance. A detailed theoretical analysis of the methods is given by using a modern multi-input multi-output technique based on a structured singular value analysis. In addition, the performance of the methods is studied with experimental results. The main contribution of this dissertation is to establish the most favourable current harmonic compensation method for dual three-phase permanent magnet synchronous machines. All in all, the results show that the current harmonics can be eliminated robustly and efficiently with the right type and parameters of the harmonic compensation.
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Nomenclature

In the present work, all variables and constants are denoted in slanted style ($a, A$). Among the variables, vectors are denoted using bold lower-case letters ($a$), and matrices are denoted using bold upper-case letters ($A$). Abbreviations, function names, and operators are denoted in regular style.

Latin alphabet

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>first phase in the three-phase winding set</td>
</tr>
<tr>
<td>b</td>
<td>second phase in the three-phase winding set</td>
</tr>
<tr>
<td>c</td>
<td>third phase in the three-phase winding set</td>
</tr>
<tr>
<td>C</td>
<td>current controller</td>
</tr>
<tr>
<td>d</td>
<td>direct axis in the synchronous reference frame</td>
</tr>
<tr>
<td>D</td>
<td>disturbance</td>
</tr>
<tr>
<td>E</td>
<td>direct axis in the synchronous reference frame</td>
</tr>
<tr>
<td>f</td>
<td>error transfer function matrix</td>
</tr>
<tr>
<td>g</td>
<td>transfer function</td>
</tr>
<tr>
<td>h</td>
<td>transfer function</td>
</tr>
<tr>
<td>H</td>
<td>order of the frequency component</td>
</tr>
<tr>
<td>$H$</td>
<td>Hilbert space</td>
</tr>
<tr>
<td>$H$</td>
<td>closed-loop transfer function matrix</td>
</tr>
<tr>
<td>I</td>
<td>identity matrix</td>
</tr>
<tr>
<td>k</td>
<td>robustness margin</td>
</tr>
<tr>
<td>K</td>
<td>gain ($\text{V/A}$)</td>
</tr>
<tr>
<td>L</td>
<td>self-inductance, Lebesgue space $H_{\infty}$</td>
</tr>
<tr>
<td>$M$</td>
<td>mutual inductance, interconnection matrix $H_{\infty}$</td>
</tr>
<tr>
<td>n</td>
<td>rotational speed, order of the frequency component $\text{r/min}$</td>
</tr>
<tr>
<td>N</td>
<td>interconnection matrix</td>
</tr>
<tr>
<td>p</td>
<td>polynomial</td>
</tr>
<tr>
<td>$P$</td>
<td>plant model</td>
</tr>
<tr>
<td>q</td>
<td>quadrature axis in the synchronous reference frame</td>
</tr>
<tr>
<td>$Q$</td>
<td>quadrature axis in the synchronous reference frame</td>
</tr>
<tr>
<td>$Q$</td>
<td>interconnection matrix, disturbance observer filter</td>
</tr>
<tr>
<td>R</td>
<td>resistance $\Omega$</td>
</tr>
<tr>
<td>i</td>
<td>current $\text{A}$</td>
</tr>
<tr>
<td>j</td>
<td>imaginary unit</td>
</tr>
<tr>
<td>s</td>
<td>Laplace-domain variable</td>
</tr>
<tr>
<td>t</td>
<td>time $\text{s}$</td>
</tr>
<tr>
<td>T</td>
<td>time $\text{s}$</td>
</tr>
<tr>
<td>$T$</td>
<td>transformation matrix</td>
</tr>
<tr>
<td>u</td>
<td>voltage $\text{V}$</td>
</tr>
<tr>
<td>w</td>
<td>scalar weighting function</td>
</tr>
<tr>
<td>$W$</td>
<td>matrix weighting function</td>
</tr>
<tr>
<td>x</td>
<td>input signal</td>
</tr>
</tbody>
</table>
### Nomenclature

- **z**: output signal

---

### Greek alphabet

- \( \alpha \): control design parameter, alpha-axis, rad/s
- \( A \): alpha axis in the stationary reference frame
- \( \beta \): beta axis in the stationary reference frame
- \( B \): beta axis in the stationary reference frame
- \( \delta \): parameter uncertainty
- \( \theta \): angle
- \( \lambda \): partial compensation control variable, decay rate, \(-, 1/s\)
- \( \mu \): structured singular value
- \( \tau \): time constant, s
- \( \psi \): flux linkage, Wb
- \( \omega \): angular speed, rad/s

---

### Subscripts

- 0: nominal
- I: first three-phase winding set
- II: second three-phase winding set
- \( \alpha \): alpha axis
- \( A \): alpha axis
- \( \beta \): beta axis
- \( B \): beta axis
- abc: phase variables of the three-phase winding set
- d: direct axis, delay
- D: direct axis
- di: from disturbance to measured currents
- dc: direct current
- dg: diagonal
- DOB: disturbance observer
- INV: inverse
- m: main
- M: robust stability interconnection matrix
- max: maximum
- N: robust performance interconnection matrix
- nat: natural
- off: off-diagonal
- out: outer loop
- p: performance, proportional
- pm: permanent magnet
- PR: proportional resonant
- q: quadrature axis
Nomenclature

Q  quadrature axis
r  rotor
rot  rotation
RS  robust stability
s  stator, secondary, sampling
U  voltage
VPR  vector proportional resonant

Abbreviations
AC  alternating current
APF  active power filter
DC  direct current
DOB  disturbance observer
DTC  direct torque control
EMF  electromotive force
FOC  field-oriented control
IM  induction machine
INV  inverse
LTI  linear time invariant
MIMO  multi-input multi-output
MMF  magnetomotive force
MPC  model predictive control
PI  proportional integral
PR  proportional resonant
PMSM  permanent magnet synchronous machine
PWM  pulse width modulation
SISO  single-input single-output
SSV  structured singular value
VPI  vector proportional integral
VPR  vector proportional resonant
VSD  vector space decomposition
VSI  voltage source inverter
1 Introduction

Electric machine drives are the single largest consumer of electricity in the world [1]. At the present moment, they already account for nearly half of the total global electricity consumption, and their proportion is likely to even increase in the future. Considering that electric machines are also used to produce nearly all the electricity on earth, it is obvious that this technology is of great importance. Thus, achieving improvements in the field of electric machine drives has been and continues to be a topic of significant interest.

Conventional three-phase electric machines are predominantly used in the industry. However, in modern electric machine drives supplied with a frequency converter, it is possible to freely choose the number of the phases to be more than three. Electric machines with more than three phases are commonly known as multiphase machines. Over the last decades, multiphase electric machines have been increasingly recognized as a valuable area of interest. Multiphase machines can be an attractive alternative in many electric drive applications as increasing the phase number of the machine provides several important advantages. Because of these advantages, a conventional three-phase electric machine is not necessarily the best solution for all cases.

Through the history of multiphase machines, the most popular multiphase machine type has been a dual three-phase machine. Dual three-phase machines are characterized by the multiphase structure with two sets of three-phase stator windings in the same stator frame. As a disadvantage, dual three-phase machines can suffer from problems with undesired stator current harmonics. To solve this problem, current harmonic compensation in dual three-phase permanent magnet synchronous machines (PMSM) is thoroughly discussed in this doctoral dissertation.

1.1 From history to present

The history of dual three-phase machines can be traced back to the late 1920s [2]. At that time, building of larger generator units was restricted by the availability of circuit breaker interrupting capacity and large bus reactors needed to limit the fault currents. To overcome these limitations, generators with two three-phase winding sets (back then called ‘double winding generators’) were introduced. Because the separate winding sets could be connected to different sections of the power station bus, the problem with overly high fault currents was avoided. For a while, this solution was considered satisfactory. However, the fault current problem was later solved more conveniently by using step-up transformers with conventional three-phase units instead of dual three-phase generators.

The rapid growth in the generator power levels in the 1960s caused common three-phase generators to reach their present technical limits again. Consequently, the dual three-phase structure made a comeback as an attractive alternative. To further improve the performance of the dual three-phase generators, it was first proposed to displace the two three-phase stator winding sets by 30 electrical degrees [3]. This concept has then become
a standard solution with dual three-phase machines. In order to better understand the behaviour of such machines, one of the first important contributions to mathematically model a dual three-phase synchronous machine was published in 1974 [4]. At the same time, dual three-phase machines also started to attract interest in motor applications. The invention of the voltage source inverter (VSI) had removed the limits of the number of phases in electric motor drives. The problem then was that supplying a conventional three-phase induction machine (IM) with a six-step modulated VSI caused a notable undesired sixth harmonic torque pulsation. Pioneer analysis of IMs with an arbitrary displacement between the winding sets suggested that displacing the windings by 30 electrical degrees could significantly reduce the sixth harmonic torque pulsation [5]. In the 1970s, dual three-phase machines were also introduced for simultaneous generation of AC and DC power [6]. In this solution, DC power was supplied from one winding set connected to a bridge rectifier, and thus, the other winding set could be used to supply AC power.

In the 1980s, dual three-phase machines received only limited attention. However, some important contributions were still published. Synchronous machines with simultaneous AC and DC connection continued to be a topic of interest. For example, dual three-phase machines were studied for a novel AC to DC conversion system where a DC source supplied one three-phase stator winding set through a current source inverter, and the AC voltage output was obtained from the other winding set [7]. Simultaneous generation of AC and DC power was also discussed in [8]. In that paper, a detailed circuit model that includes the stator mutual leakage inductances was presented for the machine. At the time, such generators were proposed as power supplies on aircrafts and ships because they reduced cost and weight and even required less filtering.

A need to further improve the modelling of dual three-phase machines was recognized in the 1980s. A two-axis model for dual three-phase IMs taking into account the slot leakage coupling was published [9]. However, that model and all the previous models were based on the conventional Park transformation. A different approach was taken in [10] to model a six-step inverter-fed dual three-phase IM. The novel idea was to represent the asymmetrical winding structure of the dual three-phase machine equivalently as a symmetrical 12-phase machine. This manipulation enabled to apply the Fortescue transformation [11] for symmetrical multiphase systems to a dual three-phase machine. With the selected approach, those frequency components that produce torque and those that do not interact with the rotor were mapped into separate decoupled reference frames (i.e., subplanes). The presented results provided a comprehensive mathematical explanation why certain harmonics in dual three-phase machines do not produce torque pulsation. This feature was also shown to be the cause of the easily occurring large stator current harmonics. Ahead of its time, the presented approach [10] resulted in a machine model that later has become a standard in modelling of dual three-phase machines. However, such a model did not gain widespread acceptance until a transformation leading to an equivalent result with [10] was published and popularized with the name ‘vector space decomposition’ (VSD) [12] for more than ten years later.
Dual three-phase machines started to become more popular in the 1990s. The emergence of pulse width modulation (PWM) for the control of VSIs inspired new studies. One of the first investigations into the operation of a dual three-phase machine supplied with a PWM-controlled VSI was reported in [13]. The modelling took its most important steps forward when the VSD transformation was published [12]. Although it is not well known, the same transformation was presented simultaneously elsewhere with the name ‘extended Park’s transformation’ [14]. Practically all modern control methods are based on the VSD transformation. The VSD transformation results in a machine model that is the same as published in [10] already in 1984. However, the framework in [12] made the VSD transformation more approachable and thus enabled its wide spread in the research community.

At the beginning of the 21st century, the interest of the research community shifted towards development of control methods. Several seminal papers on vector control and direct torque control (DTC) of IMs were published. The rapid pace of progress in the field continued, and by the year 2008, the growing body of literature had developed to a state where several survey papers had been published [15]–[17]. The overview of the work reported in those papers indicated that some level of maturity had been achieved in the modelling and basic control solutions for dual three-phase IMs. However, it was clear that many topics still needed attention.

Over the last decade, the level of interest has been further increasing with a rapidly growing number of publications and new industrial applications. The most recent survey papers [18]–[20] published in 2016 demonstrate a highly active area of investigation, which has now become an established part of the mainstream research in the field of electric machine drives. Dual three-phase PMSMs, in particular, have drawn more attention in recent years with a significant progress in design, modelling, and control. In addition, popular topics have been, for example, the fault tolerant control and innovative ways of using the additional degrees of freedom. The continuous desire to improve the performance further has also brought topics such as current harmonic compensation into the focus.

1.2 Background and motivation

A long history of success and the wide off-the-shelf availability of conventional three-phase machines make them a preferred solution in most industry applications. However, dual three-phase electric machines have raised the attention of the industry and the scientific community owing to the fact that increasing the phase number can provide important advantages, which can justify the higher number of phases in some specific cases. The most frequently discussed applications cover electric and hybrid vehicles, locomotive traction, ship propulsion drives, aircrafts, wind power generation, and general high-power industrial applications such as turbo-compressors [15], [19]–[30].
The benefits of dual three-phase machines compared with their conventional three-phase counterparts are well documented in the literature [15], [31], [32]. The known advantages include:

- Fundamental component of the stator current produces a magnetomotive force (MMF) waveform with a lower space-harmonic content. Because of the more sinusoidal MMF, it is possible that the noise caused by the machine decreases and the efficiency can be higher than in a three-phase machine.
- Certain time-harmonic components in the stator current are prevented from contributing to the air-gap flux and consequently, torque pulsation. For example, the sixth harmonic torque pulsation is eliminated.
- There is a potential to increase the efficiency of the machine as a result of reduced stator copper losses compared with an equivalent three-phase machine.
- The output power of the machine is divided between a larger number of phases, thereby enabling the use of semiconductor switches of lower rating.
- The machine can continue to operate after a loss of one or more phases. The much improved reliability is achieved as a result of better fault tolerance.
- The DC link current can have a lower harmonic content.
- A dual three-phase machine can be built by dividing the phase belt of a conventional three-phase machine into two parts. As a result, the DC link voltage of the inverter can be reduced to half without a change in the air-gap flux level of the machine.
- The additional degrees of freedom can be used for various innovative purposes. The proposed ideas include, for example, the DC link capacitor voltage balancing process [33], fully integrated onboard battery charging of electric vehicles [34], implementation of multimotor drive systems with independent control from a single VSI supply [35], [36], and performance enhancement of the braking process in drives with unidirectional power flow [37], [38].

In addition to the common benefits of the multiphase machines, dual three-phase machines have the advantage that the structure with multiple three-phase winding sets is simple to integrate with conventional three-phase technology. Although there are several reasons to choose a dual-three phase machine instead of a conventional three-phase machine, it appears that the high overall system reliability and reduction in the total power per phase are the features with the most practical relevance in the industry. The ability to achieve a fault tolerant operation has also been a subject of intense research in recent years [39]–[46].

Although increasing the phase number of the machine can provide significant benefits, it also introduces some disadvantages. The increased number of the required power electronics to supply the machine is undeniably a major drawback. The system cost and
complexity are negatively affected by the higher phase number. Hence, a careful consideration is needed to justify the higher complexity compared with the conventional three-phase solution.

Another major drawback of dual three-phase machines is a problem with easily occurring large stator current harmonics. Certain current harmonic components arise easily in dual three-phase machines because these harmonic components do not produce air-gap flux and are thus only limited by the stator resistance and leakage inductance of the machine. Because of the low-impedance current path, even a small voltage excitation can produce significant current harmonics. Current harmonics cause adverse effects such as additional losses, which degrade the efficiency of the machine. Therefore, the harmonics are usually desired to be eliminated.

The current harmonic problem has been well known since the early days of the dual three-phase machines. Comments about the subject can be found in papers from the 1970s [5], 1980s [10], 1990s [12], 2000s [47]–[52], and in the last decade [53]–[55]. Although the problem of stator current harmonics in dual three-phase machines is widely recognized and has been known for a long time, the solution to the issue is a much more recent topic. Satisfactory control based solutions started to appear in 2013 [56]–[58], and more discussion has then followed [59]–[66].

To understand why the current harmonic problem has not been solved until recently, it must be noted that up to recent years there has been a particularly strong focus on IMs in the field of multiphase machine research. The current harmonics caused by the VSI have been the main concern in dual three-phase IMs. The VSI can cause current harmonics if the supplied voltage contains unwanted low-frequency voltage harmonics. However, with a suitable modulation method, the low-frequency harmonic components from the supplied voltage can be minimized and the current harmonic problem can be tolerated. In dual three-phase PMSMs instead, back-EMF harmonics can act as another significant source of current harmonics. Even if the supplied voltages do not contain any harmonic components, the internal nonidealities of the machine are difficult to avoid completely. Thus, some level of problems with current harmonics is likely in dual three-phase PMSM drives. It can be stated that the stator current harmonics are a much more serious problem in PMSMs than in IMs.

In the last couple of years, there has been a significant growth in interest towards dual three-phase PMSMs [67]–[74]. This trend has emphasized the need to properly solve the current harmonic problem. It is clear that in a rapidly increasing number of dual three-phase PMSM drives the potential benefits of the machine cannot be fully achieved if the system suffers from undesirable stator current harmonics. The motivation behind this dissertation is to help to improve the performance dual three-phase PMSM drives by providing a comprehensive solution for current harmonic compensation.
1.3 Aim and scope of the work

The aim of this doctoral dissertation is to provide exhaustive treatment of the current harmonic compensation in dual three-phase PMSMs. The presented results include detailed solutions to all relevant aspects of the current harmonic compensation problem: establishing a control scheme with transformations and modulation, transforming controllers between reference frames, selecting a correct compensation method, introducing control parameter design principles, providing stability and performance analysis, and addressing the effect of the limited DC link voltage.

The scope of the dissertation is limited to methods that do not require external modifications or additional hardware to the system. The methods proposed in this dissertation aim to solve the current harmonic problem solely by improving the control system of the electric drive. In other words, only software changes are assumed to be required to exploit the presented results. All the methods have been designed to operate as part of vector control schemes and cannot be straightforwardly applied to other control strategies. In addition, if the dual three-phase machine is supplied with two separate three-phase VSIs (as is commonly the case), it is required that the control of both VSIs is centralized or the communication between the VSIs is fast enough to enable synchronized current control between the units.

Before the current harmonic compensation can be performed, the base control scheme must be established. To this end, this dissertation presents a vector control scheme for dual three-phase PMSMs. The objective of the control scheme is to make it possible to obtain high-performance current control using well-established techniques for conventional three-phase PMSMs and, at the same time, to provide the means for solving characteristic problems of dual three-phase machines. This topic has been discussed in Publication I and Publication II.

Current harmonic compensation can be successfully implemented in reference frames rotating at any angular frequencies. Different reference frames have advantages of their own, and thus, it can be desirable to transform the designed harmonic compensation system into another frame. Each rotational invariant controller has a mathematically equivalent linear time invariant (LTI) representation in every reference frame. The aim of this dissertation is to derive a general form for the transformation that gives an equivalent representation of LTI system models in different two-axis reference frames. No specific structure of the system is assumed as has been previously done in the literature. The transformation derived in the dissertation offers insight into the behaviour of nonrotational invariant controllers and plants. The results also indicate some design limitations for multiple reference frame control systems that can result from implementation of current harmonic compensation. This topic has been discussed in Publication III.

Current harmonic compensation in dual three-phase PMSMs is a relatively recent topic. Therefore, it is worth considering innovative alternatives for harmonic compensation that
may bring benefits in terms of performance and robustness. An interesting approach is to recognize that the current harmonics are a result of disturbances, and thus, use a disturbance-observer-based control to eliminate the harmonics. This dissertation aims to show that the disturbance observer (DOB) can be effectively used to eliminate stator current harmonics in dual three-phase PMSMs. Established principles for conventional applications of disturbance observers are extended to multiphase machines. The study provides a detailed analysis of the solution including the design principles. This topic has been discussed in Publication IV.

The further aim of this dissertation is to demonstrate that the inverse-based current harmonic controller is a high-performance alternative for current harmonic compensation in dual three-phase PMSMs. It is shown that the inverse-based structure of the proposed controller is very advantageous in the theoretical analysis. This aspect enables much simpler multi-input multi-output (MIMO) controller design and analysis than for other methods. This topic has been discussed in Publication V.

A variety of different methods have been suggested for harmonic control. All the methods have been shown to work and can be applied to harmonic control in dual three-phase machines. However, these methods are not equally good in terms of stability and performance. Comparative studies on harmonic controllers have been published for active power filters (APFs), but not for multiphase machines. This dissertation aims to compare the robust stability and robust performance of harmonic controllers for dual three-phase PMSMs. Classical single-input single-output (SISO) techniques have commonly been used to analyse the harmonic control methods for grid-connected inverters. However, modern control analysis techniques can contribute to more in-depth understanding of the robustness of the system. In this dissertation, a MIMO approach based on a structured singular value (SSV) analysis is applied to study harmonic controllers. This topic has been discussed in Publication VI.

Finally, it is shown that the working principle of the active harmonic compensation is to cancel current harmonics by adding correct voltage harmonic components to the output voltage of the VSI supplying the machine. As a result, current harmonic compensation can increase the magnitude of the output voltage vector of the VSI. Because the maximum possible voltage vector is limited by the DC link voltage of the VSI, complete elimination of the current harmonics may not be achievable in every operating point. The aim of this dissertation is to introduce a method, based on the principle of realizable references, to recalculate the current reference of the VSI when the maximum available voltage is reached so that the required voltage vector does not exceed the maximum value. The strategy for recalculation of the current harmonic reference is derived from the objective of the optimal disturbance rejection. This topic has been discussed in Publication VII.

1.4 Scientific contributions

The scientific contributions of the publications comprising this dissertation can be summarized as follows:
• **Publication I**: The main contribution of the paper is a comprehensive analysis of the expected performance level if the present off-the-shelf three-phase converter technology with a conventional three-phase vector control is used to supply a dual three-phase PMSM.

• **Publication II**: The main contribution of the paper is the novel vector control scheme for dual three-phase PMSMs that takes into account the latest developments in modelling of such machines. The presented results cover reference frame transformations, the machine model, decoupling of the current control loops, model-based selection of current control parameters, and modulation.

• **Publication III**: The main contribution of the paper is the general form for the transformation that gives equivalent representation of LTI system models in different two-axis reference frames rotating at any angular frequencies. The transformation does not assume any specific structure of the system.

• **Publication IV**: The main contribution of the paper is the current harmonic compensation method for dual three-phase PMSMs using the DOB-based control. The contribution includes the working principles and analysis of the DOB and the application-specific design rules.

• **Publication V**: The main contribution of the paper is the detailed discussion of an inverse-based current harmonic controller for dual three-phase PMSMs. The inverse structure is shown to be very advantageous in the theoretical analysis. The results verify the high performance of the proposed method.

• **Publication VI**: The main contribution of the paper is the stability and performance comparison of three distinct fundamental synchronous reference frame current harmonic controllers for dual three-phase PMSMs. The results indicate multiple problems in the stability and performance of the traditional proportional-resonant (PR) controller. Because clearly superior alternatives are available, it is recommended to avoid using the PR controller.

• **Publication VII**: The main contribution of the paper is the strategy for partial current harmonic compensation in dual three-phase PMSMs under voltage constraints. The strategy helps to minimize the adverse effects caused by the current harmonics also in those operating points where the voltage constraint has previously prevented using the active harmonic compensation.

From the combined contributions of the papers, the main outcome of this dissertation is to establish the most favourable current harmonic control method for dual three-phase PMSMs. This dissertation also contributes by providing a comprehensive set of new analytical control design principles. The additional value of the dissertation is that the
theoretical discussion provides a detailed tutorial-style presentation of the SSV robustness analysis applied to the current control of PMSMs. All the necessary expressions to perform the analysis are explicitly given so that practicing engineers and researchers can directly use the results in their applications. In addition to dual three-phase PMSMs, the proposed analysis is suitable, for example, to study current control of grid-connected inverters and conventional three-phase electric machines without any modifications.

1.5 Structure of the doctoral dissertation

This doctoral dissertation consists of an introductory part and seven original papers. The content of the publications included in this dissertation can be summarized as follows:

Publication I investigates a dual three-phase PMSM supplied by two independent three-phase VSIs. Instead of six-phase converters and special vector controls, it would be a very interesting alternative to supply dual three-phase machines by two conventional three-phase VSIs as they are readily commercially available. This paper shows that the proposed supply method can be used successfully although it suffers from a decrease in the dynamic performance and an error in the estimation of torque. On the other hand, two independent VSIs do not cause additional low-frequency current harmonics and guarantee balanced current sharing between the winding sets, thereby avoiding the two most common problems with dual three-phase machines. Experimental results are given to verify the conclusions. The results suggest that the simple supply method of two conventional VSIs could be a feasible alternative for many industrial applications.

Publication II introduces an improved vector control scheme for dual three-phase PMSMs. The study offers detailed solutions for the key parts of the control such as reference frame transformations, decoupling of the current control loops, and modulation. The performance of the control scheme is evaluated using finite-element analyses and experimental results. The results show that the scheme can produce desired dynamics for the current control and guarantee balanced current sharing between the winding sets. In addition, the solution is capable of reducing current harmonics produced by the internal structure of the machine. This problem is, however, only partly solved because complete elimination of harmonic components is not achieved. Nevertheless, the suggested control scheme overcomes many of the disadvantages found with other control solutions. The improved control performance allows the full benefits of dual three-phase drives to be utilized even in demanding applications.

Publication III describes a general method to transform dynamic system models between two-axis reference frames that are rotating at different angular frequencies. Such a transformation is needed in the analysis and implementation of a control system where the entire system is not given in the same reference frame. Detailed derivation of the transformation for transfer function matrices is presented. Contrary to the previous solutions, the proposed transformation is not limited by the structure of the transfer function matrix of the system. Application examples illustrate the theory. The theoretical
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analysis indicates important design limitations especially for multiple frame control systems. Experimental results verify the analysis.

**Publication IV** suggests a current harmonic compensation method based on a DOB to solve the disadvantage of easily occurring large stator current harmonics. The study provides a detailed analysis and design principles for the method. The performance of the proposed approach is verified by experimental results. The results show that nearly complete elimination of harmonic components is achieved. In addition, it is shown that the method is robust against uncertainties. The DOB offers a simple yet effective alternative for solving the issue of stator current harmonics in dual three-phase drives, and the results of the paper can easily be applied also to other multiphase machine types.

**Publication V** presents an inverse-based current harmonic controller to eliminate the current harmonics. A detailed theoretical analysis of the proposed harmonic controller is given including a comprehensive set of analytical design principles. The robustness of the method is studied with a MIMO approach based on a SSV and $\mathcal{H}_\infty$ norm analyses. In addition to the theoretical work, the performance of the harmonic controller is investigated with experimental results from a dual three-phase PMSM. The analysis and results of this paper show that the inverse-based current harmonic controller is a robust and high-performance method to eliminate the current harmonics in multiphase PMSMs.

**Publication VI** compares different current harmonic controllers in terms of stability and performance under model uncertainty. The harmonics can be eliminated by various current harmonic control methods. However, there appears to be no clear agreement on the most suitable method for multiphase machines. A detailed theoretical analysis of the harmonic controllers is given by taking a modern MIMO approach based on a SSV analysis. Further, the performance of the harmonic controllers is studied with experimental results from a dual three-phase PMSM. The analysis and results of this paper show how to design robust high-performance current harmonic controllers for multiphase machines.

**Publication VII** proposes a strategy for a partial compensation of the current harmonics. Using the active harmonic compensation can increase the required output voltage of the inverter supplying the machine. Because the maximum voltage is limited, complete elimination of the current harmonics may not always be possible. The strategy aims to produce a maximum reduction in the magnitude of the harmonics when the available voltage is limited. The strategy is verified by experimental results.

Chapter 2 is based on **Publication I** and **Publication II**. This chapter introduces the prerequisites for a model-based current harmonic compensation. First, a brief review is given of the main control strategies available for dual three-phase machines. Then, the selection of vector control scheme is justified and details of the control are discussed. The focus of the chapter is in modelling and reference frame transformations.
Chapter 3 is based on Publication IV, Publication V, and Publication VI. This chapter focuses on the applied analysis techniques to evaluate the stability and performance of the current harmonic compensation methods. The presented main theoretical approach is a multivariable SSV robustness analysis.

Chapter 4 is based on all of the publications. More specifically, Section 4.1 is based on Publication IV and Section 4.2 on Publication III, Publication V, and Publication VI. Again, Section 4.3 is based on Publication IV and Section 4.4 on Publication IV and Publication VI. Finally, Section 4.5 is based on Publication VII. Chapter 4 provides an extensive study of current harmonic compensation. Alternative methods are introduced and compared. Detailed results of the stability and performance of the methods are reported. Finally, the problem with the limited DC link voltage is addressed.

Chapter 5 concludes the doctoral dissertation.
2 Control of dual three-phase PMSMs

A dual three-phase machine is the most common multiphase machine structure. Dual three-phase machines have two sets of three-phase stator windings in the same stator frame. Displacement between the winding sets can take different values. However, only 0, 30, or 60 electrical degrees are actually encountered in practice. If the winding sets are not spatially shifted, the resulting machine is essentially a conventional three-phase machine with two parallel winding sets. On the other hand, displacing the winding set by 60 electrical degrees results in a symmetrical six phase machine. Although both of these alternatives can offer some advantages, the most popular solution is that the star-connected three-phase stator windings are spatially shifted by 30 electrical degrees, and the neutral points of the sets are galvanically isolated from each other.

Fig. 2.1 shows this configuration, which is also known in the literature as an asymmetrical six-phase machine, a split-phase machine, and a double-star machine. From the perspective of control, it is important to note that such a machine has a strong magnetic coupling between the winding sets. Another characteristic feature is that there are four independent phase currents that can be controlled. Only two current components are required to produce torque, and thus, two degrees of freedom in the current control process can be used for other purposes. In this dissertation, the selected purpose is current harmonic compensation.

![Diagram of dual three-phase permanent magnet synchronous machine](image)

Fig. 2.1. Dual three-phase permanent magnet synchronous machine. Two sets of three-phase windings that are spatially shifted by 30 electrical degrees share the same stator frame but are galvanically isolated from each other (separate neutral points). The rotor angle \( \theta_r \) refers to the angle between the direct axis of the rotor and the magnetic axis of phase \( a_I \).
2 Control of dual three-phase PMSMs

2.1 Alternative control methods

Various control schemes for dual three-phase machines have been suggested in the literature. The most feasible strategies are direct torque control (DTC), model predictive control (MPC), and vector control, which is commonly known as field-oriented control (FOC) in the case of IMs.

In conventional three-phase machines, the direct torque control (DTC) has proven itself to be a highly successful control strategy. The potential advantages of the DTC are well known. These benefits include a simple structure without a need for current control loops, fast torque response, and low sensitivity to parameter variation. Although the first DTC-based control schemes for dual three-phase machines were published already over a decade ago [75]–[77], the development of the DTC has still drawn considerable interest in recent years [70], [78]–[81]. The main problem with the DTC is that a straightforward extension of the classical three-phase DTC technique to dual three-phase machines introduces significant stator current harmonics. Because of the inherent nature of the DTC, it is difficult to achieve high-performance control of dual three-phase machines by this control strategy. It is clear that selecting a single voltage vector in each switching period solely relying on stator flux and torque requirements can easily lead to neglecting the other degrees of freedom in the current control process. Some recent papers have put a great deal of effort to reduce the current harmonics caused by the DTC [70], [78]–[81]. Although important progress has been achieved, it cannot yet be recommended to use DTC as a preferred control strategy for dual three-phase PMSM drives if current harmonics are aimed to be minimized.

Another potential way of implementing a high-performance drive control is the model predictive control (MPC) scheme. Predictive current control strategies use a model of the system to predict the future evolution of the currents. This prediction is evaluated for each possible alternative VSI switching state to determine the option that minimizes a specified cost function. Because the MPC predicts the optimal switching states for the VSI with a system model, it can avoid using separate current controllers and modulation methods. Several studies about the MPC applied for dual three-phase machines have been published [82]–[86]. Although it has been noted that the MPC can yield fast torque response, its feasibility is reduced by the fact that the prediction requires intensive computation and relies heavily on the accuracy of the system model and its parameters. Sensitivity to electrical parameter variations of the MPC in multiphase drives has been studied, and it has been shown that the accuracy of the inductance parameter values notably affects the control performance [88]. In addition, comparison with a vector control scheme has shown that the MPC can cause significantly higher average phase current ripple than the vector control [87]. From the perspective of current harmonic compensation, the problem of the MPC is that the cost function specifying the optimal VSI switching state becomes more complicated because the errors for all four independent current components must be considered. Thus, it cannot yet be recommended to use the MPC as a preferred control strategy for dual three-phase PMSM drives if current harmonics are aimed to be minimized.
2.2 Independent vector control of each winding set

Vector control, also known as field-oriented control (FOC), has been a very popular and well-proven control strategy for dual three-phase machines [12], [47], [49], [59]–[61], [89], [90]. It can also be noted that most of the challenges in the control of dual three-phase machines are related to issues with stator currents. Because the currents are directly controlled variables in vector control schemes, they can be effectively manipulated with these methods. This property offers a very effective way to solve current-related problems and strongly supports vector control as the recommended control method. There are two approaches for the vector control of dual three-phase machines. Both alternatives are discussed in the following sections.

For the purpose of the control, the machine model should adequately describe the dynamics of the machine as simply as possible. Thus, it is assumed in the following control schemes that the winding sets of the machine are geometrically and electromagnetically symmetrical, saturation and iron losses are negligible, and the PM flux and inductances contain only a fundamental component. Deviations from this ideal model such as PM flux harmonics are taken into consideration by treating them as external disturbance signals and model uncertainty.

2.2 Independent vector control of each winding set

The first approach for modelling and control of dual three-phase PMSMs is familiar from the early studies of multiphase machines. This method is nowadays called a double d–q winding representation [5], [9]. The double d–q winding approach considers both three-phase winding sets separately. Because both winding sets are modelled independently, the resulting machine model has two pairs of coupled d–q equations.

A conventional Clarke transformation is used to transform the measured phase currents into two-axis stationary reference frames of each winding set

\[
T_{abc} \rightarrow \alpha\beta = \begin{bmatrix}
1 & -\frac{1}{2} & -\frac{1}{2} \\
\frac{\sqrt{3}}{2} & 0 & -\frac{\sqrt{3}}{2} \\
\frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0
\end{bmatrix}
\]

\[
i_{\alpha\beta} = T_{abc} i_{abc}
\]

\[
i_{\alpha\beta} = T_{abc} i_{abc}
\]

where \(i_{abc} = [i_a, i_b, i_c]^T\), \(i_{\alpha\beta} = [i_\alpha, i_\beta]^T\), \(i_{\alpha\beta} = [i_\alpha, i_\beta]^T\), and \(i_{\alpha\beta} = [i_\alpha, i_\beta]^T\), and the scaling coefficient \(2/3\) gives an amplitude invariant transformation. The stationary reference frame of the first winding set \(\alpha_1–\beta_1\) and the stationary reference frame of the second winding set \(\alpha_2–\beta_2\) are symmetrical and equivalent in terms of frequency mapping and energy conversion. All the frequency components in the phase currents are mapped equivalently into both stationary frames, and coupling between the stator and the rotor occurs in both stationary frames.
To obtain a synchronous frame current control, a rotation transformation is applied to the stationary frame signals $i_{a\beta I}$ and $i_{a\beta II}$

$$T_{rot}(\theta_r) = \begin{bmatrix} \cos(\theta_r) & \sin(\theta_r) \\ -\sin(\theta_r) & \cos(\theta_r) \end{bmatrix}$$  \hspace{2cm} (2.3)$$

$$\begin{bmatrix} i_{dI} \\ i_{qI} \end{bmatrix} = T_{rot}(\theta_r) \begin{bmatrix} i_{dII} \\ i_{qII} \end{bmatrix}$$

$$\begin{bmatrix} i_{dII} \\ i_{qII} \end{bmatrix} = T_{rot}\left(\theta_r - \frac{\pi}{6}\right) \begin{bmatrix} i_{dI} \\ i_{qI} \end{bmatrix}$$  \hspace{2cm} (2.4)$$

where $\theta_r$ is the electrical angle of the rotor. Assuming that a current control with a zero steady-state error is desired for the fundamental component and for the selected order of harmonics, it should hold for the current controllers $C_{dq I}(s)$ and $C_{dq II}(s)$ presented in Fig. 2.2 that

$$\|C_{dq I}(j\omega)\|_2 = \infty, \|C_{dq II}(j\omega)\|_2 = \infty : \omega \in \{h\omega_s | h = 1, 5, 7, 17, 19 \ldots \},$$  \hspace{2cm} (2.5)$$

where $\|\cdot\|_2$ denotes the spectral norm (i.e., induced $L_2$ norm). For the model-based design of the current controllers, the machine model is required. The stator voltage equations of the machine in the synchronous reference frames $d_{II} - q_{II}$ and $d_{I} - q_{I}$ are

$$\begin{bmatrix} u_{dI} \\ u_{qI} \\ u_{dII} \\ u_{qII} \end{bmatrix} = \begin{bmatrix} R_s i_{dI} + L_d \frac{d}{dt} i_{dI} + M_d \frac{d}{dt} i_{dII} - \omega_r L_q i_{qI} - \omega_r M_q i_{qII} \\ R_s i_{qI} + L_q \frac{d}{dt} i_{qI} + M_q \frac{d}{dt} i_{qII} + \omega_r L_d i_{dI} + \omega_r M_d i_{dII} + \omega_r \psi_{pm} \\ R_s i_{dII} + L_d \frac{d}{dt} i_{dII} + M_d \frac{d}{dt} i_{dI} - \omega_r L_q i_{qII} - \omega_r M_q i_{qI} \\ R_s i_{qII} + L_q \frac{d}{dt} i_{qII} + M_q \frac{d}{dt} i_{qI} + \omega_r L_d i_{dII} + \omega_r M_d i_{dI} + \omega_r \psi_{pm} \end{bmatrix}$$  \hspace{2cm} (2.6)$$

where $\omega_r$ is the electrical angular speed of the rotor, $L_d$ and $L_q$ are the self-synchronous inductances in the $d_{I} - q_{I}$ and $d_{II} - q_{II}$ frames, $M_d$ and $M_q$ are the mutual synchronous inductances between the $d_{I} - q_{I}$ and $d_{II} - q_{II}$ frames, $\psi_{pm}$ is the permanent magnet flux linkage, and $R_s$ is the stator resistance.

As a final step, Fig 2.2 shows that the synchronous frame voltage vectors are transformed back into the stationary reference frames $a_{I} - \beta_{I}$ and $a_{II} - \beta_{II}$ with the reverse rotation transformations. From the voltage vectors $u_{a\beta I}$ and $u_{a\beta II}$, a standard three-phase space vector modulation can be straightforwardly applied to produce the switching commands for the VSIs.

Note that the current control between the synchronous reference frames $d_{I} - q_{I}$ and $d_{II} - q_{II}$ is strongly coupled because of the magnetic coupling between the winding sets. In addition, the torque control (i.e., the control of the fundamental component) of the
2.3 Decoupled vector control of both winding sets

This control method can disturb the current harmonics compensation (and vice versa) because both operations are performed in the same frame. Although there are some problems, it is possible to successfully control the machine and compensate the current harmonics using a double d–q winding representation. The noteworthy benefit of this approach is the possibility to distinctly separate the contributions of each winding set for flux and torque. However, there is a more modern method for modelling and control of dual three-phase machines that can bring important advantages when considering the objectives of this dissertation.

\[ \begin{align*}
\frac{d}{dt} \mathbf{C}_{\text{d}} \left( 2.5 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{d}} \quad \mathbf{u}_{\text{e}} \\
\frac{d}{dt} \mathbf{C}_{\text{q}} \left( 2.5 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{q}} \quad \mathbf{u}_{\text{e}} \\
\frac{d}{dt} \mathbf{u}_{\text{d}} \left( 2.3 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{e}} \\
\frac{d}{dt} \mathbf{u}_{\text{q}} \left( 2.3 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{e}} \\
\frac{d}{dt} \mathbf{u}_{\text{d}} \left( 2.3 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{e}} \\
\frac{d}{dt} \mathbf{u}_{\text{q}} \left( 2.3 \right) & = \mathbf{T}_{\text{el}} \left( 2.3 \right) \quad \mathbf{u}_{\text{e}} \\
\end{align*} \]

Fig. 2.2. Vector control scheme for dual three-phase PMSMs based on a double d–q winding representation. The control of each winding set is performed separately in a synchronous reference frame of its own.

2.3 Decoupled vector control of both winding sets

An alternative modelling and control approach is to treat both three-phase winding sets as a single entity. This approach is called a VSD method [12]. The VSD transformation has become a standard technique to model and control multiphase machines. The current control scheme presented in Fig. 2.3 is also based on this type of technique. To be specific, the machine model discussed in this section is based on the study of salient pole dual three-phase PMSMs presented in [91]. Methods to determine the parameter values for the machine model have been studied in [92] and [93].

First, using the VSD transformation matrix, the measured phase currents are transformed into two decoupled two-axis stationary reference frames (also frequently referred to as orthogonal subspaces) as follows:
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\[ T_{abc \rightarrow AB} = \frac{1}{3} \begin{bmatrix} 1 & -\frac{1}{2} & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0 \\ \frac{\sqrt{3}}{2} & -\frac{2}{2} & \frac{1}{2} & 1 & 1 \\ 0 & -\frac{\sqrt{3}}{2} & 2 & \frac{\sqrt{3}}{2} & 0 \\ -1 & 1 & \frac{\sqrt{3}}{2} & -\frac{\sqrt{3}}{2} & 0 \end{bmatrix} \]  

(2.7)

\[ \begin{bmatrix} i_{ABm} \\ i_{ABs} \end{bmatrix} = T_{abc \rightarrow AB} \begin{bmatrix} i_{ABC} \end{bmatrix} \]  

(2.8)

where \( i_{abc} = [i_{a1} \ i_{b1} \ i_{c1} \ i_{aII} \ i_{bII} \ i_{cII}]^T \), \( i_{ABm} = [i_{Am} \ i_{Bm}]^T \), and \( i_{ABs} = [i_{As} \ i_{Bs}]^T \). In this dissertation, these reference frames are called the main stationary frame \( A_m-B_m \) and the secondary stationary frame \( A_s-B_s \). The characteristic difference between the main frame and the secondary frame is that the transformation (2.7) maps the fundamental component and the harmonics of the order \((12n \pm 1, n = 1, 2, 3 \ldots)\) into the \( A_m-B_m \) frame and the harmonics of the order \((6n \pm 1, n = 1, 3, 5 \ldots)\) into the \( A_s-B_s \) frame. Ideally, coupling between the stator and the rotor occurs only in the main \( A_m-B_m \) frame, which thus describes all the electromechanical energy conversion of the machine. The current harmonic components in the secondary \( A_s-B_s \) frame cannot be used to produce torque but they cause additional losses, and consequently, reduce the efficiency of the machine.

To obtain a synchronous frame current control, a rotation transformation (2.3) is applied to the stationary frame signals \( i_{ABm} \) and \( i_{ABs} \)

\[ \begin{bmatrix} i_{Dm} \\ i_{Qm} \end{bmatrix} = T_{rot}(\theta_r) \begin{bmatrix} i_{Am} \\ i_{Bm} \end{bmatrix} \]  

(2.9)

\[ \begin{bmatrix} i_{Ds} \\ i_{Qs} \end{bmatrix} = T_{rot}(\theta_r) \begin{bmatrix} i_{As} \\ i_{Bs} \end{bmatrix} \]

Considering the frequency mapping between the main \( A_m-B_m \) frame and the secondary \( A_s-B_s \) frame, the DC component of \( i_{DQm} \) gives the synchronous frame current vector of the fundamental component. Because the \( D_s-Q_s \) reference frame is also rotating synchronously at the fundamental frequency, the 5\textsuperscript{th} and 7\textsuperscript{th} harmonics in the phase current appear as positive- and negative-sequence 6\textsuperscript{th} harmonics in the \( D_s-Q_s \) reference frame. Assuming that a current control with a zero steady-state error is desired for the fundamental component and for the selected order of harmonics, it should hold for the current controllers \( C_{DQm}(s) \) and \( C_{DQs}(s) \) presented in Fig. 2.3 that

\[ \|C_{DQm}(j\omega)\|_2 = \infty : \omega \in \{h\omega_1|h = 1\}, \]  

(2.10)

\[ \|C_{DQs}(j\omega)\|_2 = \infty : \omega \in \{h\omega_1|h = 5,7,17,19 \ldots\}. \]  

(2.11)
Based on (2.7), the stator voltage equations of the machine in the $D_m$–$Q_m$ reference frame are

$$\begin{align*}
\begin{cases}
    u_{Dm} &= R_s i_{Dm} + L_{Dm} \frac{d i_{Dm}}{dt} - \omega_r L_{Qm} i_{Qm} \\
    u_{Qm} &= R_s i_{Qm} + L_{Qm} \frac{d i_{Qm}}{dt} + \omega_r L_{Dm} i_{Dm} + \omega_r \psi_{pm}
\end{cases}
\end{align*}$$

and in the $D_s$–$Q_s$ reference frame

$$\begin{align*}
\begin{cases}
    u_{Ds} &= R_s i_{Ds} + L_{Ds} \frac{d i_{Ds}}{dt} - \omega_r L_{Qs} i_{Qs} \\
    u_{Qs} &= R_s i_{Qs} + L_{Qs} \frac{d i_{Qs}}{dt} + \omega_r L_{Ds} i_{Ds}
\end{cases}
\end{align*}$$

where $L_{Dm}$ and $L_{Qm}$ are the $D_m$–$Q_m$ frame synchronous inductances, $L_{Ds}$ and $L_{Qs}$ are $D_s$–$Q_s$ frame synchronous inductances, and $R_s$ is the stator resistance.

The current control is performed adopting the VSD approach. However, a standard three-phase space vector modulation is applied to produce the switching commands for the VSIs. Thus, the synchronous frame voltage vectors are first transformed back into the $A_m$–$B_m$ and $A_s$–$B_s$ frames with reverse rotation transformations. The resulting signals $u_{ABm}$ and $u_{ABS}$ are further transformed into the conventional three-phase stationary frames of the first winding set $\alpha_1$–$\beta_1$ and the second winding set $\alpha_{II}$–$\beta_{II}$

$$T_{AB-\alpha\beta} = \begin{bmatrix}
1 & 0 & 0 & -1 \\
0 & 1 & 1 & 0 \\
\frac{\sqrt{3}}{2} & \frac{1}{2} & \frac{1}{2} & \sqrt{3} \\
-\frac{\sqrt{3}}{2} & \frac{1}{2} & \frac{1}{2} & -\sqrt{3}
\end{bmatrix},$$

(2.14)

$$\begin{bmatrix}
u_{\alpha\beta I} \\
u_{\alpha\beta II}
\end{bmatrix} = T_{AB-\alpha\beta} \begin{bmatrix}
u_{ABm} \\
u_{ABS}
\end{bmatrix}.$$  

(2.15)

where $u_{\alpha\beta I} = [u_{\alpha I} \ u_{\beta I}]^T$, and $u_{\alpha\beta II} = [u_{\alpha II} \ u_{\beta II}]^T$. The voltage vectors $u_{\alpha\beta I}$ and $u_{\alpha\beta II}$ in the conventional three-phase stationary frames $\alpha_1$–$\beta_1$ and $\alpha_{II}$–$\beta_{II}$ are finally used with a standard three-phase space vector PWM to generate the switching commands for the VSIs.

It is emphasized that the current control between the main $D_m$–$Q_m$ frame and the secondary $D_s$–$Q_s$, frame is fully decoupled. As a result, the torque control (i.e., the control of the fundamental component) of the machine does not regulate the current harmonics in the secondary frame. On the other hand, the control of the current harmonics has no direct effect on the torque control of the machine when the voltage available is not limited.
Considering the current control, $D_m^P - Q_m^P$ is the frame where the torque production of the machine is controlled, and $D_s^P - Q_s^P$ is the frame where the balance between the winding sets and the current harmonics is controlled. Although torque control is studied in detail in Publication II, this introductory part of the dissertation focuses only on the current harmonic control in the $D_s^P - Q_s^P$ reference frame.

The frequency mapping properties of the VSD approach make the transformation (2.7) a preferable choice to implement current harmonic compensation methods for dual three-phase PMSMs. The inherent decoupling of the fundamental component from the undesired harmonics facilitates the control design process. Because of the decoupling property, no filters are required to isolate the frequency bands of the controllers for the fundamental component and the harmonics. In addition, it is computationally efficient that a single pair of controllers in the secondary frame can perform the current harmonic compensation of both winding sets.

Fig. 2.3. Vector control scheme for dual three-phase PMSMs based on a VSD approach. The current control of both winding sets is performed simultaneously in two decoupled synchronous reference frames.
3 Stability and performance evaluation

Comparing a selection of control methods and stating that one alternative is better than the other always depends on how the methods are evaluated. There are numerous measures that can be applied to evaluate control methods and compare the quality of the controlled responses. The criteria used in this dissertation are explicitly defined in this chapter. The theoretical analysis focuses on the frequency domain measures, and the experimental results consider the time-domain evaluation.

3.1 Time-domain dynamic performance

Time-domain evolution of the transient response of the system is often considered an important source of information when the performance of the system is evaluated. In current harmonic compensation, it is of interest to know how quickly the method in question can remove the harmonics. In addition, it is convenient to design the control parameters based on the desired closed-loop dynamic performance of the harmonic compensation. In this dissertation, the time-domain dynamic performance is measured as a decay rate $\lambda$ of the exponential envelope of the transient response (see Fig. 3.1). As a very concrete performance indicator, the decay rate $\lambda$ is easy to comprehend and can be straightforwardly measured from an experimental setup.

In terms of control theory, the pole locations of the closed-loop system determine the dynamic performance. The nominal closed-loop poles can be solved from the transfer function matrix of the system. The real part of a specific pole equals the decay rate $\lambda$ associated with that pole. Thus, stable poles far from the imaginary axis correspond to a fast dynamic performance, and poles near the imaginary axis correspond to a slow dynamic performance.

![Exponential decay of the transient response](image)

Fig. 3.1. Exponential decay of the transient response. The decay rate $\lambda$ determines how quickly the system can eliminate the transient. The time constant $\tau$ of the exponential envelope curve is the reciprocal of the decay rate.
3.2 Robustness analysis

It can be seen from Fig. 2.3 that the current harmonic compensation scheme can be presented as a simplified one-degree-of-freedom feedback loop shown in Fig. 3.2. Generally speaking, the current harmonic compensation in dual three-phase PMSMs can be viewed as a plant input disturbance rejection problem. Thus, the aim of the harmonic controller $C(s)$ is to minimize the effect of the plant input disturbance $d_{DQ}$ on the current harmonic $i_{DQ}$.

![Fig. 3.2](image)

For the system shown in Fig. 3.2, the nominal closed-loop system is the transfer function matrix from the plant input disturbance $d_{DQ}$ to the output $i_{DQ}$

$$H_{al}(s) = (I + PC)^{-1} P,$$

where $I$ is the identity matrix and $P(s)$ is the transfer function matrix representation of the nominal machine model

$$i_{DQ} = \frac{1}{p(s)} \begin{bmatrix} R_s + sL_Q & \omega_L L_Q \\ -\omega_L L_Q & R_s + sL_D \end{bmatrix} u_{DQ}.$$

$$p(s) = s^2L_D L_Q + s(L_D + L_Q)R_s + R_s^2 + \omega_L^2 L_D L_Q.$$

Note that the presented robustness analysis does not make a difference between the main $D_m-Q_m$ frame and the secondary $D_s-Q_s$ frame. Therefore, the subscripts $m$ and $s$ to separate the $D-Q$ frames are omitted in this section.

A control system is said to be robust if it can tolerate variations in the dynamics of the system without significant changes in stability and performance. In the system under study, it is impossible to avoid the fact that the machine model contains some parametric uncertainty. In addition, the exact values of the supply voltages of the machine are not known because of the nonideal behaviour of the VSI. The time delay also greatly affects the stability and performance of the system. In this dissertation, the robustness of the system is analysed with explicit consideration of the time delay, parameter uncertainty, and supply voltage uncertainty. The robustness is studied using the SSV analysis [94]–[96]. This analysis method has been used to investigate the robustness of electric power systems.
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systems in [97] and [98]. The SSV analysis is intended for linear systems, and thus, the rotational speed of the machine $\omega_r$ is assumed to be a quasi-constant variable compared with the electrical dynamics.

The parametric uncertainty in the machine model (3.2) is specified by assuming that the actual value of each uncertain parameter is bound within some interval but otherwise unknown, thereby giving a parameter set

$$
\begin{align*}
R_s &= R_{s0} \pm \Delta R_s \\
L_Q &= L_{Q0} \pm \Delta L_Q \\
L_D &= L_{D0} \pm \Delta L_D
\end{align*}
$$

(3.3)

where $R_s, L_D, \text{and} L_Q$ are the actual values of the parameters $R_{s0}, L_{D0}, \text{and} L_{Q0}$ are the nominal values, and $\Delta R_s, \Delta L_D, \text{and} \Delta L_Q$ are the absolute uncertainties in them. In the robustness analysis of this dissertation, it is assumed that there is a ±50% uncertainty in all the parameters.

The supply voltages unavoidably contain delay because of the discrete nature of the control system and the PWM operation of the VSI. It is usually assumed that the length of the time delay $T_d$ caused by the computation and modulation is $T_d = 1.5T_s$, where $T_s$ is the sampling time of the control system. In addition, the output voltage vector of the VSI can have some level of error in magnitude and direction. Thus, the supply voltage uncertainty is modelled here using the relation

$$
u_{DQ}^{\text{actual}} = e^{-sT_d}(u_{DQ}^{\text{ideal}} + E_U(s)u_{DQ}^{\text{ideal}}),
$$

(3.4)

where $E_U(s)$ describes the set of all possible errors in the supply voltage. In this case, $E_U(s) = \Delta_U(s)W_U(s)$, where $W_U(s)$ is the uncertainty weight, and $\Delta_U(s)$ is the set of all stable transfer function matrices that satisfy the $\mathcal{H}_\infty$ norm bound $\|\Delta_U\|_{\infty} < 1$. The uncertainty weight $W_U(s)$ specifies the level of tolerance within which the actual voltage is assumed to be found. In the following analysis, a worst-case error of 20% in the voltage and 5 kHz sampling frequency are assumed, thereby yielding $W_U(s) = 0.2I$ and $T_d = 0.3 \text{ ms}$.

The complete uncertainty description of the system is obtained by combining the supply voltage uncertainty (3.4) with the parameter uncertainty (3.3) as presented in Fig. 3.3. Because the uncertainty is described here as it actually physically occurs, the analysis can be expected to give a realistic view of the robustness of the system.
3.2.1 Robust stability

In the SSV robust stability analysis, all the separate uncertainty blocks of the system are combined into a single block-diagonal uncertainty matrix $\Delta_m(s)$. For the system in Fig. 3.3, the uncertainty blocks are $\Delta_U(s)$ and $\Delta_\delta(s)$. Assuming that the nominal system (i.e., $\Delta_m(s) = 0$) is stable, the feedback loop containing the uncertainty matrix $\Delta_m(s)$ is the only reason for the uncertain system to become unstable. Thus, the stability of the system is determined by the transfer function matrix $M(s)$ that is seen from the input and output of $\Delta_m(s)$.

The loop containing the interconnection matrix $M(s)$ and the block-diagonal uncertainty matrix $\Delta_m(s)$ is known as an $M\Delta$ structure (see Fig. 3.3). The robust stability of the $M\Delta$ structure, and consequently, the whole system, is determined by

$$k_{RS} = \frac{1}{\max_{\omega} \mu_{\Delta_m}(M(j\omega))} \quad (3.5)$$

where $k_{RS}$ is a robust stability margin and $\mu$ denotes a structured singular value, which is, in this case, calculated with respect to the structure of $\Delta_m(s)$. The robust stability margin defines how large a percentage of the specified uncertainty level the system can tolerate before becoming unstable.
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It can be derived that the transfer function matrix representation $P_\delta(s)$ of the parameter uncertain machine model presented in Fig. 3.3 is

$$P_\delta(s) = \frac{1}{p} \begin{bmatrix}
    -f_1\Delta L_0 & -g_1\Delta L_0 & -g_6\Delta L_0 & f_1\Delta L_0 & -f_1\Delta L_0 & -g_3\Delta L_0 & f_3\Delta L_0 & g_3\Delta L_0 \\
    -f_1\Delta L_0 & -g_1\Delta L_0 & -g_6\Delta L_0 & f_1\Delta L_0 & -f_1\Delta L_0 & -g_3\Delta L_0 & f_3\Delta L_0 & g_3\Delta L_0 \\
    f_1\Delta L_q & -g_1\Delta L_q & -g_6\Delta L_q & -f_1\Delta L_q & f_1\Delta L_q & g_1\Delta L_q & f_1\Delta L_q & -g_1\Delta L_q \\
    f_1\Delta L_q & -g_1\Delta L_q & -g_6\Delta L_q & -f_1\Delta L_q & f_1\Delta L_q & g_1\Delta L_q & f_1\Delta L_q & -g_1\Delta L_q \\
    f_1\Delta R_q & -g_1\Delta R_q & -g_6\Delta R_q & f_1\Delta R_q & -f_1\Delta R_q & -g_3\Delta R_q & f_3\Delta R_q & g_3\Delta R_q \\
    f_1\Delta R_q & -g_1\Delta R_q & -g_6\Delta R_q & f_1\Delta R_q & -f_1\Delta R_q & -g_3\Delta R_q & f_3\Delta R_q & g_3\Delta R_q \\
    -f_5 & -g_5 & -g_6 & f_5 & -f_5 & -g_6 & f_5 & -g_6 \\
    f_6 & -g_6 & f_6 & -g_6 & f_6 & -g_6 & f_6 & -g_6 \\
    L & S & \omega & L & S & \omega & L & S \\

\end{bmatrix}$$

(3.6)

where the input vector of $P_\delta(s)$ is $[z_1, z_2, z_3, z_4, z_5, z_6, i_{DQ}]^T$, and the output vector is $[x_1, x_2, x_3, x_4, x_5, x_6, i_{DQ}]^T$. The block diagram in Fig. 3.3 without the uncertain machine model can be represented as a transfer function matrix

$$Q_{RS}(s) = \begin{bmatrix}
    -Ce^{-st} & Ie^{-st} & 0 \\
    -W_QC & 0 & 0 \\
\end{bmatrix}$$

(3.7)

where the input vector of $Q_{RS}(s)$ is $[i_{DQ}, x_U]^T$ and the output vector is $[u_{DQ}, z_U]^T$. The interconnection matrix $M(s)$ of the complete system is obtained from

$$M(s) = S(Q_{RS}, P_\delta).$$

(3.8)

where operator $S$ denotes the Redheffer star product [95].

3.2.2 Robust performance

The stability of the system is a necessity, but it is also highly desirable that the performance remains satisfactory under modelling errors. The system is said to have a robust performance if it satisfies the performance specifications for all possible plants in the uncertainty set. Note that a robustly stable system does not necessarily have a robust performance. The SSV analysis provides means to study the robust performance in the frequency domain. The performance in the frequency domain is defined here as a magnitude response from the plant input disturbance $d_{DQ}$ to the harmonic currents $i_{DQ}$.

To include the performance specification in the SSV analysis, a fictitious uncertainty block $\Delta_p(s)$ is used to produce the block-diagonal uncertainty matrix $\Delta_N(s)$. The performance weight $W_p(s) = w_p(s)I$ determines the desired magnitude response. The stability of the resulting $\Delta_p$ structure specifies the robust performance of the system. Robustness of the frequency-domain performance is measured here by determining how large the magnitude response can be for all the plants in the uncertainty set (i.e., the worst-case gain analysis). The worst-case gain curve is obtained by iterating the magnitude of
the performance weight \( |w_p(j\omega)| \) for each frequency so that the SSV of the interconnection matrix \( \mathbf{N}(s) \) becomes unity. When this condition is satisfied, the reciprocal of the performance weight gives the worst-case gain curve

\[
\max_{\Delta N} \| \mathbf{H}_{di}(j\omega) \|_2 = |w_p(j\omega)|^{-1} \iff \mu_{\Delta N}(\mathbf{N}(j\omega)) = 1. \tag{3.9}
\]

Because \( \mathbf{N}(s) \) includes the performance specification, representing the block diagram in Fig. 3.3 without the uncertain machine model now yields

\[
\mathbf{Q}_{RP}(s) = \begin{bmatrix} -C e^{-st_a} & I e^{-st_a} & I \\ -W_1 C & 0 & 0 \\ W_p & 0 & 0 \end{bmatrix} \tag{3.10}
\]

where the input vector of \( \mathbf{Q}_{RP}(s) \) is \( [i_{DQ} x_u d_{DQ}]^T \), and the output vector is \( [u_{DQ} z_u W_p i_{DQ}]^T \). No other changes are required compared with the robust stability analysis. Thus, the interconnection matrix \( \mathbf{N}(s) \) is

\[
\mathbf{N}(s) = \mathcal{S}(\mathbf{Q}_{RP}, P_\delta). \tag{3.11}
\]
4 Current harmonic compensation

Stator current harmonics are a well-known disadvantage of dual three-phase machines. The obvious problem is that the current harmonics increase the losses of the machine. The harmonics can also significantly raise the peak of the phase current that may cause a demand for increased device ratings of the power electronics required to supply the machine. Moreover, the increased peak value of the phase current may lead, for example, to overcurrent tripping of the fault protection system. Finally, the performance of some control algorithms may be degraded by the presence of the harmonics.

In the literature, it has been suggested that the stator current harmonics can be reduced by using passive or active methods. Passive methods usually aim to increase the impedance of the harmonic current path. It has been proposed that the impedance seen by the harmonic component can be increased with external filters [54], a special slot shape design of the machine that increases the leakage inductance [48], or adding magnetic rings to the end winding structure of the machine [99]. Current harmonics can also be eliminated by a specific machine design using a dissimilar pole number in each three-phase winding set [100]. Although these approaches work, they also tend to increase the cost and decrease the efficiency of the system, and cannot thus be recommended.

A preferable alternative is to use active methods that aim to counteract and compensate for the excitation of the current harmonics. In this way, current harmonics can be reduced by using the current control and VSI of the electric machine drive. Hence, no external modifications to the system are required. This active approach is often referred to as the current harmonic compensation.

4.1 Stator current harmonics as a control problem

The reason for the major drawback of current harmonics is the winding structure of the dual three-phase machine, which causes the flux components resulting from the stator current harmonics of the order \(6n \pm 1, n = 1, 3, 5\ldots\) to cancel each other from the air gap when the supplied currents have a 30-degree phase shift (as it generally always is). Because these current harmonics do not produce the air-gap flux, they are only limited by the stator resistance and the leakage inductance of the machine. Therefore, even a small excitation of these components can lead to significant corresponding current harmonics. The fact that the current harmonics do not affect the air-gap flux also means that they have no impact on torque pulsation. Thus, the feature that is considered an advantage of dual three-phase machines is also causing a notable problem of this machine type.

Dual three-phase PMSM drives have two main sources of stator current harmonics. The first source is the supplying inverters. VSIs can cause stator current harmonics if the supplied voltage contains harmonic components of the order \((6n \pm 1, n = 1, 3, 5\ldots)\). Thus, the modulated voltage waveform should not contain unwanted low-frequency voltage
harmonics. For example, the inverter dead time can cause voltage harmonics. The modulation method itself also affects the frequency content of the supplied voltages.

The second source of harmonics is the internal structure of the PMSM itself. Permanent magnets may not produce pure sinusoidal flux distribution, and rotor saliency, pole shape, and possible magnetic saturation can cause harmonics in the air gap. These nonidealities can be a major problem in dual three-phase PMSMs because they can easily produce large internally generated current harmonics. The magnitude of the current harmonic component caused by the internal structure of the machine decreases quickly as the order of the harmonic increases because the amount of harmonic excitation decreases and the impedance increases with the frequency. Thus, of all the harmonics of the order \((6n \pm 1, n = 1, 3, 5...)\), only the 5th and 7th are likely to cause problems in practice. In this dissertation, the current harmonic compensation is aimed to be effective only against the 5th- and 7th-order harmonics in the phase current. The \(D_s-Q_s\) reference frame where the harmonic compensation is analysed and implemented is rotating synchronously at the fundamental frequency. Therefore, it is assumed in the rest of the dissertation that the frequency of the harmonic to be eliminated is \(\omega = \pm 6\omega_s\) in the \(D_s-Q_s\) reference frame.

It can be concluded from the above description that with respect to the control design, the current harmonics are caused by a set of external and internal disturbances. This set can be effectively modelled as a lumped disturbance acting on the input of the machine model as shown in Fig. 3.2.

### 4.2 Compensation using feedback control

The established solution to eliminate current harmonics is to use some kind of a current harmonic control method. Suitable methods have mostly been studied in relation to active power filters (APFs) and other grid-connected inverter applications. Frequently encountered solutions in this field are a repetitive controller in the fundamental synchronous or stationary reference frame, a proportional-integral (PI) controller in the harmonic synchronous reference frame, a proportional-resonant (PR) controller in the fundamental or stationary reference frame, a vector PI (VPI) controller in the harmonic reference frame, and a vector PR (VPR) controller in the fundamental or stationary reference frame [101]–[104].

The same harmonic control methods can also be used in electric machines. In conventional three-phase machines, the PR and VPR controllers in the fundamental frame have been a common choice for double-fed induction generators and PMSMs [105]–[107]. Similarly, in multiphase machines, the PR and VPR controllers have been suggested for current harmonic compensation in dual three-phase PMSMs, dual three-phase IMs, and symmetrical multiphase machines [56]–[66].

Any controller that can provide an infinite loop gain at the harmonic frequencies and that results in a stable closed-loop system can compensate for the harmonics with a zero
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steady-state error. However, in industrial applications, the main interest has been in simple, low-order, linear, one-degree-of-freedom controllers. The repetitive control scheme is difficult to use in variable frequency operation and is not considered further here.

4.2.1 Alternative reference frames

Current harmonic control can be successfully implemented in a reference frame rotating at any angular frequency. However, the fundamental synchronous reference frame and the harmonic synchronous reference frame are the most frequently used ones in the literature. The main argument in favour of the fundamental synchronous reference frame is the reduction of the computational load because the additional rotation transformations are not needed and a single controller can control both the 5th and 7th harmonic components. On the other hand, the current harmonic components appear as DC quantities in harmonic synchronous reference frames thus simplifying the control design process.

Each rotational invariant controller has a mathematically equivalent LTI representation in every reference frame. The common techniques to find the equivalent controllers in different reference frames are based on the frequency shift property of the Laplace transform [108], [109]. If the transfer function matrix of the current controller $C_{DQh}(s)$ in the harmonic synchronous reference frame rotating at the frequency $(h + 1)\omega_r$ is

$$C_{DQh}(s) = \begin{bmatrix} c_{h,dg}(s) & c_{h,off}(s) \\ -c_{h,off}(s) & c_{h,dg}(s) \end{bmatrix}.$$  (4.1)

then the equivalent current controller $C_{DQs}(s)$ in the fundamental synchronous reference frame is

$$C_{DQs}(s) = \frac{1}{2} \begin{bmatrix} c_{s,dg}(s) & c_{s,off}(s) \\ -c_{s,off}(s) & c_{s,dg}(s) \end{bmatrix}$$

$$c_{s,dg}(s) = c_{h,dg}(s + jh\omega_r) + c_{h,dg}(s - jh\omega_r)$$

$$+ j \left( c_{h,off}(s + jh\omega_r) - c_{h,off}(s - jh\omega_r) \right).$$  (4.2)

$$c_{s,off}(s) = c_{h,off}(s + jh\omega_r) + c_{h,off}(s - jh\omega_r)$$

$$- j \left( c_{h,dg}(s + jh\omega_r) + c_{h,dg}(s - jh\omega_r) \right).$$

Using (4.2), it is straightforward to show that the pair of PI controllers in the negative- and positive-sequence harmonic synchronous reference frames is mathematically equivalent to the PR controller in the fundamental synchronous reference frame. For this reason, the methods using PI and PR controllers are basically only alternative ways to implement the same approach. There is a similar equivalency between the VPI and VPR controllers. Because these control methods are mathematically equivalent, their stability and performance properties are, in theory, identical. However, in practice, discretization
and other aspects related to the actual implementation of the methods can cause some difference. The implementation of resonant controllers is covered in detail in [110]–[112] and is not discussed further in this dissertation.

### 4.2.2 Current harmonic controllers

The type of the current harmonic controller is important, but the parameters of the controller must also be properly selected. A model-based design of controller parameters is used in this dissertation. A common approach in the model-based current control of electric drives and grid-connected inverters has been choosing the controller zero to cancel the plant pole. This principle has also been applied as a design guideline in this dissertation. The machine model (3.2) has an LTI representation only in the fundamental synchronous reference frame. Thus, the fundamental frame is used in the analysis and implementation of the current harmonic compensation here.

In this dissertation, the comparison of simple, low-order, linear, one-degree-of-freedom feedback controllers covers the PR controller, the VPR controller, and the inverse-based (INV) harmonic controller. Comparative studies on harmonic controllers have been published for APFs [113], [114] but not for dual three-phase machines. The harmonic control in multiphase machines is still a relatively recent topic, and thus, there is not yet full agreement on the most suitable methods. The most traditional method to reduce the harmonics is to use the PR controller

$$C_{PR}(s) = \begin{bmatrix} \frac{aL_D s}{s^2 + (6\omega_r)^2} & 0 \\ 0 & \frac{aL_Q s}{s^2 + (6\omega_r)^2} \end{bmatrix}$$ (4.3)

where the control design parameter $\alpha$ determines the bandwidth of the controller. As a simple rule, increasing the value of $\alpha$ results in a faster dynamic performance. PR controllers have been applied to current control for more than fifteen years [108]. Although some studies with APFs have indicated that PR controllers may suffer from robustness problems [115], they are still widely proposed today for harmonic control in electric machines. To obtain a better performance and robustness than the PR controllers can provide, the VPR controller

$$C_{VPR}(s) = \begin{bmatrix} \frac{aL_D s^2 + aR_s s}{s^2 + (6\omega_r)^2} & 0 \\ 0 & \frac{aL_Q s^2 + aR_s s}{s^2 + (6\omega_r)^2} \end{bmatrix}$$ (4.4)

was developed [104]. Comparing (4.3) with (4.4) shows that both controllers have identical poles but the location of the zeros is different. The zeros of the VPR controller are real, and there is always a zero at the origin. The PR controller, instead, can have complex conjugate zeros, and there is no zero at the origin. Although the location of the
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Zeros does not affect the steady-state performance of the controllers at the harmonic frequency \( \omega = \pm 6\omega_r \) (i.e., both controllers offer a zero steady-state error), it changes the dynamic performance and robustness. Because of the favourable properties, VPR controllers have become an interesting alternative in the current harmonic control.

The PR and VPR controllers, despite their differences, are both diagonal controllers. As such, they cannot directly counteract the cross-coupling of the machine dynamics. The following improved version of the VPR controller

\[
C_{\text{INV}}(s) = \begin{bmatrix}
\frac{\alpha L_{Ds} s^2 + a R_s s}{s^2 + (6\omega_r)^2} & -\omega_r a L_{Qs} s \\
\frac{\omega_r a L_{Ds} s}{s^2 + (6\omega_r)^2} & \frac{a L_{Qs} s^2 + a R_s s}{s^2 + (6\omega_r)^2}
\end{bmatrix} = \frac{as}{s^2 + (6\omega_r)^2} p^{-1} \tag{4.5}
\]

does not have that deficiency. The difference between (4.4) and (4.5) is the off-diagonal resonant terms. The presence of these terms makes (4.5) a full multivariable controller. Because the structure of (4.5) includes the inverse of the machine model, it is called an INV controller in this dissertation.

4.3 Compensation using disturbance observer

It is clear that conventional current harmonic compensation methods based on one-degree-of-freedom controllers and negative feedback regulation work and can be successfully applied. However, also other alternatives are worth considering. An interesting approach is to recognize that the current harmonics are a result of disturbances and thereby use a disturbance-observer-based control to eliminate the harmonics. The working principle of the disturbance-observer-based control is very simple. The disturbance observer (DOB) produces an estimate of the disturbance and feeds back the estimate as a compensation signal to cancel out the actual disturbance. Thus, the DOB aims to directly counteract the disturbance instead of attenuating the effect of the disturbances through feedback regulation.

The DOB is well known as a simple but effective technique to estimate and suppress disturbances, and it has been widely used in many industrial applications, particularly in motion control systems [116], [117]. The DOB has also been proposed for conventional three-phase PMSMs, IMs, and DC machine drives [118]–[121]. It is here shown that the DOB can also be effectively used to eliminate stator current harmonics in dual three-phase PMSMs.
Fig. 4.1 shows that the DOB estimates the external disturbance signal \( d_{DQ} \) that is acting on the input of the plant \( P(s) \). Consequently, the disturbance \( d_{DQ} \) should be considered a lumped disturbance that contains model uncertainties and unmodelled dynamics as well as external disturbances. Because the feedback signal of the DOB is nothing more than an estimate of the disturbance, the DOB can only reject disturbances. It does not provide a reference tracking performance. Thus, an additional outer-loop current controller \( C_{\text{out}}(s) \) is still needed to achieve such properties. The model of the plant is generally always proper, which causes the inverse of the plant model to be improper. Because an improper transfer function cannot be implemented, the filter \( Q(s) \) is needed to make the DOB realizable. The design of the filter \( Q(s) \) is critically important as it determines the performance and stability properties of the DOB loop.

The filter \( Q(s) \) can be designed to include a specific disturbance model in the DOB. According to the internal model principle, the disturbance \( d_{DQ} \) can be completely eliminated if the transfer function matrix \((I - Q(s))^{-1}\) in the forward path of the DOB loop includes the model of that disturbance. Because \( d_{DQ} \) is a sinusoidal signal having a frequency of \( \pm 6\omega_r \), the filter \( Q(s) = q(s)I \) is selected to be a band-pass filter

\[
q(s) = \frac{\alpha s}{s^2 + \alpha s + (6\omega_r)^2},
\]

where the design parameter \( \alpha \) determines the bandwidth of the filter. Increasing the value of \( \alpha \) increases the bandwidth of the filter. This bandwidth is directly related to the dynamic performance of the nominal control system. The wider is the bandwidth, the faster is the system. It is straightforward to show that the transfer function

\[
(I - q(s))^{-1} = 1 + \frac{\alpha s}{s^2 + (6\omega_r)^2}
\]

clearly includes the model of the sinusoidal disturbance at the desired frequency thereby confirming that perfect current harmonic compensation can theoretically be achieved.
4.4 Comparison results

Considering the robustness analysis presented in Section 3.2, the block diagram in Fig. 4.1 can be manipulated (only if \( i_{DQ, ref} = 0 \)) into an equivalent form of a one-degree-of-freedom controller as presented in Fig. 3.2. The corresponding controller \( C_{DOB}(s) \) that represents equivalently the DOB loop in the robustness analysis can be derived as follows

\[
C_{DOB}(s) = (I - Q)^{-1}(QP^{-1} + C_{out})
= (PQ^{-1}(I - Q))^{-1} + (I - Q)^{-1}C_{out}
= (Q^{-1} - I)^{-1}P^{-1} + (I - Q)^{-1}C_{out}
= \frac{as}{s^2 + (6\omega_r)^2}P^{-1} + (I - Q)^{-1}C_{out}
= C_{INV} + \left(1 + \frac{as}{s^2 + (6\omega_r)^2}\right)C_{out}
\]

Thus, with the selected filter (4.6), the DOB loop is equivalent with the sum of the INV controller and a term resulting from the outer-loop controller. The DOB loop can be straightforwardly analysed using this representation.

4.4 Comparison results

The stability and performance of the following current harmonic compensation methods are compared in this section: the PR controller (4.3), the VPR controller (4.4), the INV controller (4.5), and the DOB (4.8). The comparison of the methods is based on a theoretical analysis and the experimental results. In the theoretical analysis, a simulation study and an SSV robustness analysis are performed. The experimental results focus on the time-domain evaluation.

The experimental setup used in the measurements consists of two three-phase VSIs with a common DC link, a commercial active front end (AFE), a 25 kW salient pole dual three-phase PMSM, and a 180 kW DC machine drive for loading the PMSM. Table I presents the parameters of the laboratory prototype PMSM. The detailed information about the machine used in the experimental measurements can be found from Appendix A. The VSIs operate at a 5 kHz switching frequency with a 2.3 µs dead time. The setup includes an encoder for the rotor angle feedback. The control system is implemented on a dSPACE platform, and it operates at a 5 kHz sampling frequency. Fig. 4.2 presents the schematic of the experimental setup. The machine parameters presented in Table I are also used in all the simulations and other theoretical analyses in this dissertation. Unless otherwise stated, the analysed operating point in all the results has the nominal rotational speed \( n = 350 \text{ r/min} \), and the \( D_m - Q_m \) reference frame currents are controlled to be \( i_{Dm} = 0 \text{ A} \) and \( i_{Qm} = -23.1 \text{ A} \) (i.e., the machine is operating as a generator). In the analysis of the DOB, the outer-loop controller \( C_{out}(s) \) is a simple diagonal PI controller with a proportional gain \( K_p = 2 \) and an integral gain \( K_i = 100 \). The system and measurements are assumed to be unscaled in all the cases.
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Fig. 4.2. Schematic of the experimental setup. The dual three-phase PMSM is loaded by a DC machine drive not illustrated in the figure. Two three-phase VSIs with a common DC link supply the PMSM. The DC link is connected to the grid through the AFE. The main control system operates on a dSPACE platform. In addition, the setup includes a DSP/FPGA card for signal processing and modulation.

<table>
<thead>
<tr>
<th>Machine parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>25 kW</td>
</tr>
<tr>
<td>Nominal current</td>
<td>22.5 A</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>380 V</td>
</tr>
<tr>
<td>Nominal speed</td>
<td>350 r/min</td>
</tr>
<tr>
<td>Number of pole pairs</td>
<td>4</td>
</tr>
<tr>
<td>Stator resistance $R_s$</td>
<td>0.53 Ω</td>
</tr>
<tr>
<td>PM flux linkage $\psi_{PM}$</td>
<td>2.06 Wb</td>
</tr>
<tr>
<td>Inductance $L_{Dm}$, $L_{Qm}$</td>
<td>31 mH, 42 mH</td>
</tr>
<tr>
<td>Inductance $L_{Ds}$, $L_{Qs}$</td>
<td>7 mH, 8 mH</td>
</tr>
</tbody>
</table>

4.4.1 Robust stability

The robust stability margins of the methods are compared in Fig. 4.3. The figure shows the margins as a function of the control design parameter $\alpha$ with the low ($n = 35$ r/min), nominal ($n = 350$ r/min), and high ($n = 595$ r/min) rotational speed of the machine. It can be seen that all four methods have excellent robustness in the low-speed region. There is no significant difference in the robust stability margins. However, at the nominal speed, the PR controller is significantly less robust than the other three methods when $\alpha < 600$. Increasing $\alpha$ makes the system with the PR controller more robust up to some point. For
very high values of $\alpha$, the PR controller, the INV controller, and the DOB become equally robust, and the VPR controller turns into the least robust alternative. Increasing the rotational speed notably above the nominal value severely degrades the robustness of the PR controller. Instead, the excellent robust stability margins of the INV controller and the DOB are not much affected by the high speed. Clearly, the best robustness is achieved with low values of $\alpha$ using the INV controller or the DOB. However, the difference between the VPR and these two methods is not substantial except for very high requirements of dynamic performance.

### 4.4.2 Robustness of the frequency-domain performance

The robustness of the frequency domain performances of the current harmonic compensation methods is compared in Fig. 4.4. A small proportional gain term ($K_p = 1.47$) is added to the INV and VPR controllers to improve the magnitude response. Fig. 4.4 shows the worst-case gain curves of the closed-loop harmonic compensation system from the plant input disturbance $d_{DQ_s}$ to the harmonic currents $i_{DQ_s}$. The worst-case gain curves define the maximum possible gain at each frequency for any system in the uncertainty set. Thus, they measure well the robust performance of the system. Low worst-case gains (in particular, close to the harmonic frequency) imply favourable performance properties under modelling errors. To provide better understanding of how the uncertainty level affects the robust performance, the worst-case gain curves are determined for uncertainty levels of 0%, 25%, 50%, 75%, and 100%. The lowest curve (0% uncertainty) is, by definition, the nominal magnitude response of the system.

It can be seen from Fig. 4.4 that the INV controller, the VPR controller, and the DOB produce very desirable nominal magnitude responses. However, uncertainties in the system increase the worst-case gains for low frequencies. All three methods yield similar results. The lack of control effort for low frequencies with these methods is the reason for the increase in the worst-case gain at low frequencies. If required, the low-frequency worst-case gains can be decreased by increasing the value of the added proportional gain term. However, this adjustment may not be necessary because the low frequency range of the magnitude response is not critical for the performance of the harmonic control. The most important observation from Fig. 4.4 for the INV controller, the VPR controller, and the DOB is that the gains near the harmonic frequency are not significantly affected by the uncertainty. Thus, the robust performance of harmonic compensation is guaranteed with these methods.

For the PR controller, Fig. 4.4 shows that the uncertainties in the system increase the gain peak near the harmonic frequency. A large proportional gain term keeps the worst-case gains low for other frequencies. Unfortunately, the performance is notably degraded at frequencies where it matters most. As a result, even a small frequency deviation can almost completely cancel the harmonic compensation performance of the PR controller. The analysis indicates that such a risk is not present with the INV controller, the VPR controller, or the DOB.
4.4.3 Robustness of the time-domain dynamic performance

The robustness of the time-domain dynamic performance is difficult to study analytically. Therefore, an extensive Monte Carlo simulation analysis is performed to study this aspect. Fig. 4.5 shows the result of the analysis. Fig. 4.5 illustrates the nominal transient response and the region filled by the set of responses from uncertain systems. In addition, exponential decay curves calculated from the closed-loop poles are presented. It can be seen that the nominal performances accurately follow the expected decay rates. To obtain a meaningful comparison of the results on a similar time scale, the value of $\alpha = 150$ is used for the INV controller, the VPR controller, and the DOB and $\alpha = 1000$ for the PR controller.

The set of transient responses from uncertain systems deviates only moderately from the nominal response when the INV controller, the VPR controller, and the DOB are used. Thus, the results indicate that the time-domain dynamic performances of these methods are robust. Instead, the PR controller shows a significant degradation of performance. Note that although the PR controller is robustly stable with the value of $\alpha = 1000$ (see Fig. 4.3), it has a very poor robust performance.

When analysing harmonic controllers, the focus has commonly been on the stability properties while ignoring robust performance. However, Fig. 4.5 shows that the robust performance aspects should not be overlooked when deciding upon the most suitable controller.

4.4.4 Experimental results

Uncertainty is inherently included in the experimental results. For this reason, the experimental measurement presented in this dissertation focuses on the time-domain performance. First, the steady-state performances of the current harmonic compensation methods are experimentally compared by analysing the magnitude of the phase current harmonic components at a constant rotational speed and load. The INV controller is tested with the small added proportional gain term and the VPR controller without it to show that the proposed improvement does not have any undesired effects on the time-domain behaviour of the harmonic controllers. Fig. 4.6 shows that all four methods can successfully eliminate the current harmonic components that are seen without the compensation in Fig. 4.7. The discrete Fourier transform (DFT) analysis of the phase currents presented in Fig. 4.8 confirms that the nearly perfect compensation result is achieved considering the 5th and 7th harmonics. It is also clear that the methods have a similar steady-state performance as was theoretically expected.

The dynamic performances of the methods are studied with two different tests. In the first test, the compensation is activated during the steady-state operation. Before the activation, the harmonics are not controlled in any way. The results are presented for two different values of closed-loop bandwidth in Fig. 4.9 and Fig. 4.10. The INV controller, the VPR controller, and the DOB have equivalent dynamic performances in both cases.
4.4 Comparison results

(\(\alpha = 100\) and \(\alpha = 200\)). It can be seen that the measured decay rates of the current harmonics have an excellent agreement with the exponential decay curves that are analytically calculated from the closed-loop poles. Although much higher gains (\(\alpha = 500\) and \(\alpha = 1000\)) are used with the PR controller, the decay rates are still slower. Especially in Fig. 4.9, the effect of the lower robust stability margin of the PR controller (see Fig. 4.3) can be noticed from the slow and oscillatory response. It was confirmed with the PR controller that decreasing \(\alpha\) further caused an unstable operation as the robust stability analysis in Fig. 4.3 alerts. To further verify the robust stability analysis, the INV controller, the VPR controller, and the DOB were tested to be stable at least up to \(\alpha = 1000\). These observations support the expectation that the presented analysis gives a realistic view of the robustness of the system. Considering the results in Fig. 4.9 and Fig. 4.10, the INV controller, the VPR controller, and the DOB appear to have a superior dynamic performance compared with the PR controller. In addition, it can be seen that already a relatively low value of bandwidth obtained with \(\alpha = 200\) can provide a fast 10 ms time constant for the elimination of the harmonics. The obtained dynamic performance can be put into a right perspective by noting that the period of the fundamental component at the nominal rotational speed is approximately 43 ms. Hence, a significant reduction of the current harmonics is possible in less than a fundamental period of the phase current when the most robust range of \(\alpha\) is used (see Fig. 4.3).

In the test presented in Fig. 4.11, the methods are operating in the steady state with complete elimination of the current harmonics when a transient is applied to the system. In the cases of the INV controller, the VPR controller, and the PR controller, a speed transient from 350 r/min to 275 r/min and a fundamental component current transient from 6 A to 23 A are simultaneously applied to the machine. In the case of the DOB, the rotational speed of the machine is accelerated from 100 rpm to 350 rpm linearly during a 3 s period. Fig. 4.11 shows that all four methods can satisfactorily compensate for the current harmonics under the transient. However, the INV controller, the VPR controller, and the DOB yield better results than the PR controller again. The results demonstrate a high suitability for variable frequency operation. There is no significant difference between the performances of the VPR controller and the INV controller.

Based on the experimental results, the INV controller, the VPR controller, and the DOB have an equivalent dynamic performance. The results also clearly show that the dynamic performance of the PR controller is not as good as that of the other three current harmonic compensation methods.
Fig. 4.3. Robust stability margins of the harmonic compensation methods as a function of the control design parameter $\alpha$. The analysis is shown for the low, nominal, and high rotational speeds of the machine. All the methods are equally robust at the low speed. The INV controller, the VPR controller, and the DOB offer very large robust stability margins. The PR controller with a low value of $\alpha$ provides poor robustness.
Fig. 4.4. Worst-case gain curves of the closed-loop harmonic compensation systems from the plant input disturbance to the harmonic currents. In the analysis, the uncertainty level is increased from 0% to 100% with increments of 25%. The curves determine the maximum possible gain for any system in the uncertainty set.
Fig. 4.5. Simulated transient responses of the harmonic compensation methods. The figures present the nominal response and the analytically calculated envelope curve. The filled region is drawn by the set of uncertain systems.
Fig. 4.6. Measured steady-state phase currents with different current harmonic compensation methods. All four methods can successfully produce nearly harmonic free current waveforms.
Current harmonic compensation

Fig. 4.7. Measured steady-state phase current without any harmonic compensation. The notable harmonic components are clearly visible in the current waveform.

Fig. 4.8. Frequency spectrum analysis of the measured steady-state phase current with different harmonic compensation methods and without any compensation. The result of the DFT analysis shows that all the methods can eliminate the targeted 5th and 7th harmonic components almost completely. The fundamental component of the phase current is approximately 23 A in all the cases. Without compensation, the 5th harmonic is 6 A and the 7th harmonic is 2 A.
4.4 Comparison results

Fig. 4.9. D$_x$–Q$_x$ frame harmonic currents when the harmonic controllers are activated during the steady-state operation at $t = 30$ ms. The PR controller has the slowest response. The other three responses are close to identical. The figures also present the analytically calculated envelope curve.
Fig. 4.10. D$_s$–Q$_s$ frame harmonic currents when the harmonic controllers are activated during the steady-state operation at $t = 30$ ms. Compared with the previous figure, a higher closed-loop bandwidth has been used. Still, the PR controller has the slowest response and the other three responses are close to identical.
4.4 Comparison results

Fig. 4.11. $D_s$-$Q_s$ frame harmonic currents during a transient. In the cases of the INV, VPR, and PR controllers, a speed transient from 350 r/min to 275 r/min during a 250 ms period and a current transient from 6 A to 23 A during a 10 ms period are applied to the machine at $t = 50$ ms. In the case of the DOB, the rotational speed of the machine is accelerated linearly from 100 r/min to 350 r/min during a 3 s period.
4.5 Partial compensation because of limited voltage

The results presented in the previous section clearly show that a variety of harmonic compensation methods can successfully provide complete elimination of current harmonics. However, the presented results can be achieved only when there are no constraints on the available voltage. It must be stressed that the limited available voltage can impose significant constraints on the achievable performance.

The working principle of the active harmonic compensation is to cancel current harmonics by adding correct voltage harmonic components to the output voltage of the VSI supplying the machine. As a result, current harmonic compensation can increase the magnitude of the output voltage vector of the VSI. This issue is illustrated for a three-phase VSI in Fig. 4.12. Because the maximum possible voltage vector is limited by the DC link voltage of the VSI, complete elimination of the current harmonics may not be achievable in every operating point. The more voltage is required to produce the fundamental component, the less voltage can be used to harmonic compensation. In variable frequency operation, when the speed of the machine approaches the field weakening point, the voltage available can be very limited.

This problem with harmonic compensation has been recognized in [122] and [123]. If the limited available voltage becomes a problem, obviously, a solution could be to raise the DC link voltage. However, such an action increases the losses. In addition, raising the DC link voltage may not even be possible because of the passive front end or the voltage rating of the VSI. An alternative approach is to optimize the operation inside the existing voltage limits of the VSI. A method, based on the principle of realizable references, can be used to recalculate the current reference of the VSI when the maximum available voltage is reached so that the required voltage vector does not exceed the maximum value. The strategy for recalculation of the current harmonic reference should be aimed at partial compensation of current harmonics caused by external disturbances. Because sources such as back-EMF harmonics and the dead time of the VSI generate current harmonics in dual three-phase PMSMs, the correct strategy must be derived from the objective of the optimal disturbance rejection.

Let the subscript $h$ refer to the order of the harmonic component (here the 5th or 7th). To obtain a maximum reduction in the magnitude of the current harmonic $i_{DQh}$ when the available voltage harmonic $u_{DQh}$ is limited, the strategy can be derived from a formal optimization problem

$$
\text{minimize } |i_{DQh}|, \quad \text{subject to: } |u_{DQh}| \leq u_{h,\text{max}},
$$

(4.9)

where $u_{h,\text{max}}$ is the magnitude of the maximum available voltage harmonic vector. It can be seen from Fig. 3.2 that the current harmonic $i_{DQh}$ is determined by the relation

$$
i_{DQh} = p(u_{DQh} + d_{DQh}).
$$

(4.10)
Thus, if the maximum available voltage is not high enough to provide complete elimination of the current harmonic (i.e., \( u_{h,\text{max}} < |d_{\text{DQh}}| \)), then \(|i_{\text{DQh}}| \) obtains a minimum value in the steady state when the vectors \( u_{\text{DQh}} \) and \( d_{\text{DQh}} \) are directed in the opposite directions, yielding

\[
-u_{\text{DQh}} = (1 - \lambda_h)d_{\text{DQh}}, \quad \text{where} \quad \lambda_h = 1 - \frac{u_{h,\text{max}}}{|d_{\text{DQh}}|}.
\] (4.11)

Satisfying (4.11) produces the maximum compensation of the disturbance \( d_{\text{DQh}} \) that can be achieved with the limited voltage vector \( u_{\text{DQh}} \). The optimality condition (4.11) can be satisfied without explicitly determining \( d_{\text{DQh}} \). An indirect strategy to meet (4.11) is achieved with

\[
i_{\text{DQh}} = \lambda_h p(s)d_{\text{DQh}} = \lambda_h i_{\text{DQh, nat}}
\] (4.12)

where \( i_{\text{DQh, nat}} \) is the natural (i.e., uncompensated) current harmonic caused by the disturbance \( d_{\text{DQh}} \). In other words, \( i_{\text{DQh, nat}} \) is the current harmonic that is seen in the current measurement when no compensation is used (i.e., \( u_{\text{DQh}} = 0 \)). According to (4.12), when the measured current harmonic vector is in the same direction as the natural current harmonic but shorter, the vectors \( u_{\text{DQh}} \) and \( d_{\text{DQh}} \) are directed in the opposite directions. This principle based on the natural current harmonic can be used to derive a feasible strategy for the maximum partial compensation of the current harmonics.

It is known that \( i_{\text{DQh}} = i_{\text{DQh, ref}} \) in the steady state, assuming that a harmonic controller \( c_{\text{DQh}}(s) \) providing a zero steady-state error is used. Thus, complete elimination of the current harmonic is achieved by setting \( i_{\text{DQh, ref}} = 0 \). Instead, to obtain a partial compensation, the control must be given a nonzero reference that is smaller than the current harmonic without compensation (i.e., \( 0 < |i_{\text{DQh, ref}}| < |i_{\text{DQh, nat}}| \)). It can be shown that selecting the reference to be in the same direction as the natural current harmonic

\[
i_{\text{DQh, ref}} = \lambda_h i_{\text{DQh, nat}} \Rightarrow \arg(i_{\text{DQh, ref}}) = \arg(i_{\text{DQh, nat}})
\] (4.13)

indirectly satisfies (4.11) in the steady state and thereby offers the most favourable selection. Consequently, (4.13) is the optimal strategy for selecting the direction for the current harmonic reference when the available voltage is limited.

The correct direction of the harmonic reference is determined by the natural direction of the current harmonic. The values of the control variables \( \lambda_h \) specify the magnitude of the harmonic. Thus, \( \lambda_h \) determines the compensation level for the current harmonics. Using \( \lambda_h = 0 \) produces complete elimination of the harmonic and \( \lambda_h = 1 \) produces no elimination at all. The values \( 0 < \lambda_h < 1 \) specify the partial compensation level. Partial current harmonic compensation is useful because the required voltage to produce a given harmonic reference \( i_{\text{DQh, ref}} = \lambda_h i_{\text{DQh, nat}} \) is directly proportional to the compensation level (assuming that the system is linear). For example, selecting \( \lambda_h = 0.5 \) requires a 50% lower voltage harmonic component \( u_{\text{DQh}} \) than complete elimination. In this way, the limited
available voltage determines the maximum partial compensation that can be achieved. The less the available voltage, the closer to 1 the control variable $\lambda_h$ must be selected.

It is obviously desirable to reduce the harmonics as much as possible. However, the resulting total voltage vector must stay inside the space vector modulation hexagon. For every feasible value of the fundamental component there is a value for $\lambda_h$ minimizing the magnitude of the current harmonics so that the voltage limit is not exceeded. Optimal magnitudes for the harmonic references can be obtained by finding this $\lambda_h$. Although the optimization problem is simple to state, finding the optimal value for $\lambda_h$ is somewhat complicated in practice. It can be concluded that when the magnitude of the voltage harmonic component is adjusted with the value of the control variable $\lambda_h$, there is no simple general rule for the correct action to avoid voltage vector to exceed the limit. A possible solution is to analyse every control step separately with a trial and error type of iterative algorithm presented in Fig. 4.13.

It must be stressed that when the adjustment of the fundamental component is not allowed and the complete elimination of the current harmonics is not possible, the only options are to disable harmonic compensation completely or to perform a partial compensation of the current harmonics. Although it is desirable to keep the current harmonics as small as possible, a careful consideration is needed to justify the high complexity of the partial current harmonic compensation.

Fig. 4.12. Voltage vector in the space vector modulation hexagon of the two-level three-phase VSI. Harmonic compensation adds the harmonic component $u_{\alpha\beta h}$ to the fundamental component $u_{\alpha\beta 1}$. The vector sum of the components must stay inside the hexagon. This condition strictly limits the magnitude of $u_{\alpha\beta h}$.
4.5 Partial compensation because of limited voltage

Fig. 4.13. Flow chart of the algorithm for the realizable reference strategy. The magnitudes of the voltage harmonic components are adjusted with the value of the control variable $\lambda_h$. Depending on the directions and magnitudes of the voltage vector components, the optimal action is either to increase or decrease $\lambda_h$. 
5 Conclusion

This doctoral dissertation presented the stability and performance comparison of four distinct fundamental synchronous reference frame current harmonic compensation methods for dual three-phase PMSMs. The comparison covered a theoretical analysis of the robust stability and robust performance against a combination of time delay, parameter uncertainty, and supply voltage uncertainty. In addition, experimental results were used to study the dynamic performance in the time domain.

The results clearly suggest that the PR controller is a disadvantageous alternative for current harmonic compensation. Better stability and performance characteristics are achieved with the other three methods instead. There appears to be no significant difference between the robustness of the INV controller, the VPR controller, and the DOB for low values of $\alpha$. Comparing the structure of the methods, the INV controller has off-diagonal resonant terms that are not present in traditional diagonal controllers such as the VPR controller. Simple diagonal controllers can be somewhat more computationally efficient. However, the inverse structure was found to be very advantageous in the theoretical analysis. On the other hand, the implementation of the DOB requires an additional inner feedback loop, and thus, it also requires more computation than the VPR controller. Evidently, these differences in the structures have only a minor effect on the robustness properties except for very high requirements of dynamic performance. Because there appears to be no practically relevant performance advantage of one method over another, the obvious choice is to prefer the VPR controller because of its simpler structure. In terms of stability and performance properties, the choice between the INV controller, the VPR controller, and the DOB is not very crucial. However, the results indicate multiple problems in the stability and performance of the PR controller. Because clearly superior alternatives are available, this dissertation strongly recommends to avoid using the traditional PR controller in current harmonic compensation.

An important aspect to consider is that all the active harmonic compensation methods can increase the required output voltage of the inverter supplying the machine. Because the maximum voltage is limited, complete elimination of the current harmonics may not always be possible. For such cases, a strategy for a partial compensation of the current harmonics was discussed. The clear disadvantage of the partial compensation strategy is that it requires information about the natural current harmonics. In addition, the calculation of the realizable references is computationally intensive, and the implementation of the strategy is somewhat complicated. Considering the additional losses and other adverse effects caused by the current harmonics, it is obviously favourable to perform the partial current harmonic compensation. However, the potential benefits in a given application should be carefully judged against the required effort to perform such an operation.

The aim of this doctoral dissertation was to conduct a complete analysis of the current harmonic compensation in dual three-phase PMSMs. The interest in dual three-phase PMSMs has grown significantly in recent years. Because dual three-phase PMSM drives
are susceptible to problems with current harmonics, it was necessary to properly address the issue. The presented discussion covered detailed solutions to the main questions of the topic including the control scheme, transformations between reference frames, compensation methods, control parameter design principles, stability and performance analysis, and the effect of the limited DC link voltage. Thus, it can be stated that a comprehensive analysis of the topic was given.

From the provided set of results, the main contribution of the doctoral dissertation was to establish the most favourable current harmonic compensation method for dual three-phase PMSMs. Considering all the aspects discussed in the previous chapters, it can be recommended to use the VPR controller with the proposed proportional gain improvement to eliminate the current harmonics. This result is in line with the previous studies that have analysed the same problem in active power filters. The current harmonic compensation in multiphase electric machines is a relatively recent topic, and thus, full agreement on the most suitable methods has not been reached yet. With the recommendations made, this work brings important new insight into the current discussion. In a rapidly increasing number of dual three-phase PMSM drives, the potential benefits of the machine can be better achieved when undesirable stator current harmonics are compensated for as suggested here. All in all, the results of the doctoral dissertation can thus help to enhance the performance of dual three-phase PMSMs in many applications.

Based on the presented results, some suggestions for future work can be given. It could be of interest to study how a change from the selected controller design principle to another would impact on the outcome of the comparison. With the given presentation, the analysis is simple to repeat using any desired controller tuning method. However, it should be taken into account that any acceptable combination of controller gains must offer sufficient robust stability, robust performance, and measurement noise attenuation. Although the properties of the harmonic controllers are more a result of the structure than parameters of the controller, the controller tuning that could yield optimal stability and performance should be investigated. Moreover, other types of harmonic controllers could be considered. The main interest here was in simple, low-order, linear, one-degree-of-freedom controllers. Study of more complex controller structures could produce some useful information. Finally, it would be advisable to further develop the proposed strategy for partial current harmonic compensation under voltage constraints. Operation with the limited available voltage clearly constitutes a major challenge, and additional research on the subject would be most welcome.
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Appendix A: Detailed machine parameters

This appendix gives the detailed information about the dual three-phase PMSM used in the experimental measurements in this doctoral dissertation. The machine has v-shaped interior permanent magnets in the rotor. The stator was rewound from a standard three-phase machine.

![Geometrical dimensions of the dual three-phase PMSM.](image)

**Fig. A.1.** Geometrical dimensions of the dual three-phase PMSM.

![Measured back-EMF voltage between the phase terminal (aI and aII) and the neutral point at the nominal speed of the machine.](image)

**Fig. A.2.** Measured back-EMF voltage between the phase terminal (aI and aII) and the neutral point at the nominal speed of the machine.
### TABLE A.I
Magnitude of the frequency components of the measured back-EMF

<table>
<thead>
<tr>
<th>1st</th>
<th>3rd</th>
<th>5th</th>
<th>7th</th>
<th>9th</th>
<th>11th</th>
<th>13th</th>
</tr>
</thead>
<tbody>
<tr>
<td>303.30 V</td>
<td>11.13 V</td>
<td>6.04 V</td>
<td>0.98 V</td>
<td>0.96 V</td>
<td>0.69 V</td>
<td>&lt;0.10 V</td>
</tr>
</tbody>
</table>

### TABLE A.II
Detailed machine parameters

<table>
<thead>
<tr>
<th>Plate values</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Nominal power</td>
<td>25 kW</td>
</tr>
<tr>
<td>Nominal current</td>
<td>22.5 A</td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>380 V</td>
</tr>
<tr>
<td>Nominal torque</td>
<td>682.1 Nm</td>
</tr>
<tr>
<td>Nominal speed</td>
<td>350 r/min</td>
</tr>
<tr>
<td>Nominal frequency</td>
<td>23.3 Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Electrical parameters</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Stator resistance $R_s$</td>
<td>0.53 Ω</td>
</tr>
<tr>
<td>PM flux linkage $\varphi_{PM}$</td>
<td>2.06 Wb</td>
</tr>
<tr>
<td>Inductance $L_{dm}$, $L_{Qm}$</td>
<td>31 mH, 42 mH</td>
</tr>
<tr>
<td>Inductance $L_{ds}$, $L_{qs}$</td>
<td>7 mH, 8 mH</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Structure data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of pole pairs</td>
<td>4</td>
</tr>
<tr>
<td>Phases</td>
<td>6</td>
</tr>
<tr>
<td>Stator slots</td>
<td>48</td>
</tr>
<tr>
<td>Slots per pole per phase</td>
<td>1</td>
</tr>
<tr>
<td>Stator skewing</td>
<td>1 slot</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dimensions</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Frame size</td>
<td>225</td>
</tr>
<tr>
<td>Outer diameter</td>
<td>364 mm</td>
</tr>
<tr>
<td>Air-gap diameter</td>
<td>250 mm</td>
</tr>
<tr>
<td>Stack length</td>
<td>270 mm</td>
</tr>
<tr>
<td>Air-gap minimum length</td>
<td>1.2 mm</td>
</tr>
<tr>
<td>Slot cross-sectional area</td>
<td>240 mm$^2$</td>
</tr>
<tr>
<td>Insulated slot area</td>
<td>215 mm$^2$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Winding data</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Winding type</td>
<td>full-pitch</td>
</tr>
<tr>
<td>Winding step</td>
<td>1-7</td>
</tr>
<tr>
<td>Winding factor 1$^a$</td>
<td>0.989</td>
</tr>
<tr>
<td>Winding factor 5$^b$</td>
<td>0.738</td>
</tr>
<tr>
<td>Winding factor 7$^b$</td>
<td>0.527</td>
</tr>
<tr>
<td>Winding factor 11$^b$</td>
<td>0.090</td>
</tr>
<tr>
<td>Winding factor 13$^b$</td>
<td>0.073</td>
</tr>
<tr>
<td>Diameters of wires</td>
<td>1.12 mm $\times$ 3</td>
</tr>
<tr>
<td></td>
<td>0.9 mm $\times$ 2</td>
</tr>
<tr>
<td>Turn s in series per phase</td>
<td>120</td>
</tr>
<tr>
<td>Conductors per slot</td>
<td>30</td>
</tr>
<tr>
<td>Copper fill factor</td>
<td>0.6</td>
</tr>
<tr>
<td>Parallel paths</td>
<td>1</td>
</tr>
<tr>
<td>Nominal current density</td>
<td>5.3 A/ mm$^2$</td>
</tr>
</tbody>
</table>
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